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Abstract

A casting system 15 a dictionary which contains information about words, and
relations that can exist belween words in senilences. A casting system allows the
construction of dependency trees for sentences. They are trees which have words m
roles at their nodes, and arcs which correspond to dependency relations. The lrees
are related to dependency irees in classical dependency synilax, bul they are not
the same. Formally, cesting systems define o family of languages which is o proper
subset of the conlerifree languages. It is richer than the family of reqular languayges
howewver. The interest in casbing systems arvose from an experiment n which {f was
investigated whether a dictionary of words and word-relations created by ¢ group
of experts on the basts of the analysis of a corpus of titles of scientific publicalions,
would suffice to automaiically produce reasonable butl maybe superficial syntactical
analyses of such triles. The results of the experiment were encouraging, but nol
clear enongh to draw firm conclusions. A technical question which arose during
the cxperiment, concerns the cholce of a proper algorithin to construct the forest
of dependency trees for a given senience. It furns out thal Farley’s well-known
algorithm for the parsing of contertfree languages can be adapied {o construct de-
pendency trees on the basis of a casting system. The adaptation ts of cubic com-
plerity. In fact one can show thai contertfree grammars and dictionarics of words
and word-relations like casting systems, both belong to a more gencral fomdy of
systems, which associate trees with sequences of tokens. Farley's algorithm cannot
Jjust be adapied to work for casting sysicms, but it can bo generalized to work for
the entire large famdy.

1 Associating trees with sentences

This paper 15 about formal systems which associate trees with sequences of svbols.
Most of the contents of the paper deal with definitions, the formal properties of the
svstems defined, common generalizations of new and well-known svstems. and finally
parsing problems. First however, we will describe an experiment which gave rise o the
formalisms we introduce here. The experiment is as follows.

A group of experts is given a set of titles of scientific publications in their field of
expertise. As a first step. theyv are asked 10 give a structural analysis of the tities. hMore
procisely: their task is to draw lines between related words in each of the titles of the
corpus, ln such a way that every title gets a tree structure,

The words of the title are the nodes of the tree, the arrows connecting mothers and
daughters i the tree stand lor: *in some sense related”’. Such an analvsis applied to the
title of this paper might vield a tree like the one in figure 1. There is one restriction
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concerning word order the experts must obey in drawing their trees. The restriction
is. that if they relate word & to word a, then no word ¢ which is at the other side of
than b is in the textual order, can be related to &.
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irees
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Figure 1: A tree for the title

The second step is, to ask the experts to motivate their tree constructions. The
motivation must take a specific form. They arc asked to give a name to the lines con-
necting mother- and dauglter-words in their trees, it a consistent way for all titles. In
this way they are supposed to make explicit which relations between words they con-
sider important. Morcover, they are asked to name the characteristics of the individual
words in every tree. Thus it is made explicit. what the properties of the individual
words are that make them fit in a particular relationship to one another.

The final step would be, to redraw the trees in such a way that the relation names
assigned Lo lines connecting mothers and daughters, are now assigned to the daughters.
together with the characteristics of the daughter words.

From this second representation, the original one can be easily reconstructed. since
there is alwavs only one line in the tree to which the relation componeut in the dressing
of a daughter can belong. This final tree translation does not affect the structure of
the trees nor does it contribute to the insight into their structure. It is relevant for
technical purposes: now we have trees in which only the nodes have attributes, instead
of both nodes and arcs,

A schematic representation of a final result iree (with just two simple attributes L
and 5. where a real tree would have mere and more complex ones) is in figure 2.

The outcome of such an experiment could be interesting for all sorts of reasons. Qur
interest is simply to use the trees, the word characteristics and the relations between
words as indicated by the experts. to construct similar trees for titles of publications
that the experts didd not consider,

The basic idea for extrapolation of the results of the experiment is to abstract [rom
the trees that are delivered. and to concentrate on word profiles that can be derived
from the trees. A word protile is ronghly a triple consisting of an attribute, and two sets
of attributes. A profile for a word can be derived from a setl of trees by first collecting
all trees in which the word has the same atiribute. Next the set of attributes assigned
to daughters of that word 1 any of the trees are collected. inally this sel of daughter
attributres is split in two. possibly overlapping, subsets. One has the attributes assigned
to daugliters which oceur to the left of the given word, and the other has the attributes
assigned to words whiclh occur to the right. Note that a word can occur with different
attributes. and that therefore a word can have more than one profile. The formal notion

ol a casting svstenn introduced below, gives the precise elaboration of this idea.
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Figure 2: An attributed iree for the title

Before we turn to the formal definitions and their properties, a few remarks are in
order. The first remark concerns the experiment described above. It was never properly
conducted. There have been experts drawing trees for titles of scientific publications,
but they were the same group as the ones who used the resulting trees for the analysis
of new titles. Although it was not known beforehand to which new titles the anal-
vsis method would be applied, the experts making the original analyses were clearly
aware of the ways in which their results would be used. Their discussions therefore
concentrated not so much on the actual analyses they made, but more on the gener-
ality of the relations between words and the characteristics of individual words thev
introduced. Moreover, the corpus of titles they considered was too small to draw any
firm conclusions from the outcome of the experiment anvway. But the results were not
discouraging.

The second remark concerns the kind of trees we consider and the notion of word
profile. In shape. the trees are very much like dependency trees. What we ask the
experts to do, could rightly be called dependency analysis. The syntactical claims
i onr approach however, are far from classical dependency syntax. In fact, we will
present a svstem that is capable of assigning irees to well-formed utterances, but that
will assign trees just as easily to manv il-formed utterances. The question what makes
a sentence or phrase correct, let alone the explanation of correctness at anv level of
adequacy, does not inferest us. What we want. is to liave a tree shaped representation
of an utterance which organizes the information in that utterance in a way that is both
manageable and acceptable to a human reader or hearer of the utterance.

As for the word profiles. if one thinks of the attributes for words as semantic cate-
gories. and omits the left-of /right-of distinction, a word profile bears some resemblance
to a casc frame. In fact, it seems that the analvsis we consider here could just as well
he performed on the basis of a dictionary of case frames, as on the basis of a dictionary
of word proliles that are derived from a corpus of handmade analyses.

1.1 Casting systems and dependency trees

A casting svstent Is nothing but the formal description of a dictionary of word profiles,
as introduced informally above. There is a slight change of terminology however. What
we called words’ above. are "actors’ in the formal representation, and what we called
altributes’. are now “roles’. A casting svstem tells which actors can play which roles,
and what supporting roles the actors in their roles expect to their left and to their

right.
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Strictly formal, a casting system is a seven tuple of sets, symbols and relations. It
fixes a relation between sequences of ‘actors’ and dependency trees. It is & dictionary
ol words, word roles, and co-occurrence relations between words and roles. '

Definition 1 A casting systemn T is a seven tuple with the following components:
o A, the actor setof T. A is a finite alphabet. Its elements are actors.
o P the set of rolesof I'. P is a finite set.

e L. the set of leading roles of I'. L is a subset of I,
o o the inwisible role of T, ¢ is a distinguished element of P.

e O: 0, the can-be-played-by relation of T, It relates roles and actors. If pis a role
and « is an actor then we write p : a to express that p can be played by a.

o T\DO : 0. the can-be-combined-left relation of T. It relates roles with actors and
roles. If p and ¢ are roles, and a is an actor, then we write g\p : a to express that
a in role p can play together with any actor in role g to its left.

e 0O0:0/7, the can-be-combined-right relation of I'. The counterpart of the previous
relation in the following sense: we write p : a/g to express that a in role p can
play together with any actor in role ¢ to its right.

It should be obvious that the can-be played by, can-be-combined-left and can-be-
combined-right relations give us the ingredients of a word profile. The special status
of 1lre set of leading roles is, that it contains the roles that can appear at the reot of a
well-formed tree. The invisible role is important in the ‘combine’ relations. Possibility
of combination with the invisible role indicates that an actor can occur without support
of other roles, le. without daughters in a dependency tree.

An example of a small casting system. corresponding to the dependency tree shown
earlier for the title of this paper. is the following:

Actors { an, algorithm, for, the, construction, dependency, ...}
Roles {L.5.i}
Leading roles {L}
The invisible role l
Can-be-plaved-by L o algorithm, L : construction, ...

San, 5 for, 5 the, 5 dependency. ..
Can-he-combined-loft SN\L ¢ algorithm, S\L : construction, ...
Can-he-combined-right L : algorithm /5, 5 : for [L, ...
Combine-with- Scoan fo, S odependeney oo

55 3 on, 3.5 1 for

A casting svstem is just the rules of the game. The rules can be derived from a
iven sel of trees, But the gane Is the inverser to associate trees with sequences of

actors. That is what the following definition is about.

Definition 2 Let 1" be a castiug system with actor set A, and let u be a string of
actors.

N casting tree or a depondency tree for w word Uls a divected graph 7. The nodes
ol T are pairs (p.a), with pa role of I', and a an occurrence of an actor of T in «. The
graph 1 has the following properties:

® il 08 a tree,
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s the role of every node can be played by the actor of the node;

e if (g,7)1s a successor of {p, &) and the occurrence 3 is to the left of the occurrence
o, then ¢g\p : a, where ¢ is the actor of which « is an occurrence; if J is to the
right of «, then p:a/g:

¢ if node {p, @) has no successors (g, 3) with 8 to the left of a, then t\p : a; if there
are no successors (g, ) with 7 to the right of «, then p: a/s;

e with every node there is a segment v of u, which consists of the actors in the node
and in its descendants. In particular, the root node corresponds to the entire
sequence u.

A casting system has an associated formal language. The existence of a dependency
tree w.r.t. the casting system determines whether or not a string of actors belongs to
the formal language.

Definition 3 Let T be a castihg system, with actor set A. The language associated
with T is the set of actor sequences in A* which have a dependency tree w.r.t. I'. We
call this language Lr.

The family of casting languages has some peculiar properties. We mention the
following facts without proof.

Fact 1 If [ is a casting system. £r is the associated language. a and & are actors, and
ab is a string in L. then o™ or a™b is in Lr for every n > (. More general. in every
string in Lr with two or more actors, there is at least one actor which can be repeated
arbitrarilv often, and the resulting string will again be in Cp.

Fact 2 If I' is a casting svstem, and Lp is the associated language. then Lr is con-
textiree.

Fact 3 There are regular languages £, for which no casting system I' exists such that
L, — [_‘,[‘.

Fact 4 There are casting syvstems I which have an associated language £ which is
not regular,

Fact 1 shows that casting svstems are not the proper svstems to distinguish between
ill- and well-formed phrases of a natural language. Fact 3 is an immediate consequence
ol Tact 1. rom facts 2 to [ we see that casting languages do not have a proper place
in the Chomsky hierarchy, hut are “somewhere in hetween regular and contextiree’,

There are quite a number of open problems concerning casting systems. E.g. is it
decidable whether two casting svstems have the same associated language or not?

We will not go into formal properties of casting syvstews here, nor will we further
pursue the question of their suitability for the description or the processing of natural
language. 'I'he second half of this paper deals with the parsing problem casting svstens
pose, and the solution to that prablem which is found in a common generalization of

casting svstems and contextiree grammars.
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2 Parsing: the construction of a dependency tree for a
given sentence

In this section we discuss the problem of constructing dependency trees for sentences
on the basis of a casting system I'. But what we shall do is not to present a parsing
algorithm for casting languages. Our approach is to consider the association of analysis
trees with sequences of symbols in general terms, independent of whether the associated
trees are dependency trees or e.g. contextfree parse trees, Iirst we will show that such
a general approach, of which dependency trees and contextfree parse trees are both an
instance, indeed exists. Then we consider the parsing problem for the generalized notion
of tree association. We conclude that the generalized notion has such characteristics
that it allows an Earley-like parsing strategy. It follows that dependency trees can be
constructed by an Earley-like algorithm. To obtain the actual Carley algorithm for
contextiree languages from the generalized version, optimizations are needed which are
typical for the contextlree case. We shall 1ot go into these optimizations.

The kernel of the generalized notion ol iree association, is the notion of T'B-system.
Strictly formal, an I'B-system is a seven tuple of sets and relations. It fixes a set of
colored trees, and a relation hetween colored trees and sequences of svmbols.

A colored tree is a tree with a mapping from its nodes into a set of colors. The set
of colors is just an arbitrary finite set.

In the sequel we shail work with three basic tree forming operations. They are:
Single, Adopl, and Recolor, and they are defined as follows:

Single takes a color, and yields a tree consisting of just a single node, which has
this color,

Adapt takes two trees, which it turns into one by making tie root of the second tree
a daughter of the root of the first one (cf. figure 3).

rd
i 7 -
AN N e LN
= DR

Iigure 3: Where t adopts s

Fecolor finally, takes a tree and a color and ‘changes’ the root of the given tree to
have the given color.

We shall use the phrase: the color of « trec to mean the color of the root of the
tree. We shall denote this color of ¢ by ~(1).

With these preliminaries we are now able to give a precise definition of an 1'B-
svstem, and to give an interpretation to this formal definition.

Definition 4 Au £B-system is a seven tuple ¢ with the foliowing components:
o (o the alphabet of colors of @,
e ('r.osubset of (7 with the admissible root colors.
o Sothe alphabit of symbols of @, 8 and " are disjoint.

o fi.the reprosentation rclation of @, a relation on (7% 9. R(e,s) indicates that the
color e “represents” the symbol s. A color which represents a svmbol is a ferminal

color,
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o [, the forward relation of ®, a relation on €/ x C' x . I'(ey, €1, ¢) indicates that
a tree with color ¢y can adopt one with color ¢;, to form a new tree of which the
root is (re)colored by c. If ¢ is terminal, then so is ¢y. If hoth are terminal, then
they represent the same symbols.

e B, the backward relation of ®, a relation on § x 5 x 5. B(cg, ¢y, ¢) indicates the
same as F(cg,c1,¢), except that now ¢; adopts ¢o. If ¢ is terminal, then so is ¢;.
If both are terminal, then they represent the same symbaols.

o [, the lift relation of ®, a relalion on 5 x 5. L(¢y, ¢;) indicates that a tree with
color ¢y can be adopted by a single node tree with color ¢;. ¢; can not he a
terminal color.

FB-systems are named after their characteristic forward- and backward-relations.
An I'B-system is just a formalism which fixes the rules of the game. The game is to
build colored trees, and to associate such trees with sequences of symbols. The nexl
definition (with pictures) tells us how to interpret the contents of an I'B-system.

Definition 5 The set of admissible trees Ty over an FB-system @ is a set of colored
trees. Every tree in T 1s an anelysis tree for a sequence of symbols.

The set Ty and the analysis tree relation are inductively defined by the following
four clauses:

1. If s 1s a symbol and the color ¢ represents s, then Single{e)is an admissible tree,
it is an analysis tree for s.

2. I Fwith () = @ is an analysis tree for », and ¢ with ~(¢') = b is an analvsis tree
for v, and F{a, b, ¢) holds, then Recolor{ Adopt(1, 1), ¢) 1s an admissible tree. il is
an analysis tree for we {forward adoption, cf. figure -1).

a p //\\

s e i,
represents u ol L/_f/ : \

represents T m—
rep resents un

Figure 1: Forward adoption
3. [t with ~(#) = @ is an analysis tree {or «, and ¢ with v{(#) = & is an analysis tree

for v, and Ble. b, c¢) holds, then Recolor{ Adopt(¥. ). ¢} 15 an admissible tree, it 1s

an analvsis tree for ue (backward adoption, cf. figure 3J.

b 9

S
}‘/l\\ //l” /\ j}‘( i. b‘ (1): s i
represents w [CPresents v i—'—'

represents we
Pigure 5: Backward adoption

oo with y(¢) = ais an analyvsis tree for v, and L{a, d) holds, then Adopt(Singlc(b). 1)

fs an admissible tree. it s also an avalysis tree for w (Lft, ol figare 6),
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Figure 6: Lift

2.1 A contextfree grammar as an FB-system

To illustrate the concept of I'B-system and the association of analysis trees with se-
quences of symbols, we will present a simple contextfree grammar as an FB-system,
and show how the parse tree of a simple sentence can be obtained as an analvsis tree
according to the foregoing definition.

The simple grammar we consider, and the corresponding I'B-system, are as follows:

irammar

Terminals {d,n,p}

Non-terminals  { NP PP}

Start symbol NP

Rules NP — dn NP — NP PP, PP — p NP

FB-system

(‘olors {d=dn—np—p. NP~ dn NP — NP PP, PP — p NP,
NP — d. NP — NP PP — p)

Root colors  { NP - d n. NP — NP PP}

Svimbols {d.n.p}

Represent  R(d — d.d}, Rin — n.u), R(p — p.p)

Lorward ( PN —dn—n, NP —dn)
F2) F{NP — NP, PP — p NP, NP — NP PP)
( VPP —p, NP —d n, PP — p NP
(LD I(PP — p, NP — NP PP. PP — p NP
Backward  cmipty
Lift (LL) LINP — dn, NP — NP (L2) LINP—-NP PP, NP — NP)

(L3} L{d —d. NP —d ){(L1) L{ p— p. PP — p)

The set of colors of the FB-system contains an element & — », for every terminal
v ol the grammar. It contains also all production rules of the grammar. Finally it
coutains the “partial” rules » — w, which arc such that & — e is a rule of the grammar
(both & and ¢ not emptyv).

The set of root colors of the FB-svstem contains the colors that are production rules
for the start svmbol.

[ts svmbols are the terminals of the grammar.

The representation relation I contains three pairs, one for every symbol,

The idea behind the forward relation I” and the lift relation I of the system is. that
al anatyvsis tree will always have a color indicating a partially recognized production.
The I rules state how to extend partial recognition, the L rules tell how a terminal or a
campletely recognized non-terminal can be the leftmost svinbol in a partially recoguized
other non-terminal.

The live pictures in figure 7 show the stop-by-step construction of an analysis tree
[or the sequence dupdn. The analysis tree is a parse tree. The steps are;
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1. single node trees representing the symbols,

2. three admissible lifts (L3,L4,L3),

3. two admissible forward adoptions (twice I'1),

1. an admissible lift (L1), and a forward adoption (I'3),

3. an admissible forward adoption (F2).

Step 1: representation.

Step 2: L3.L4,L3.

PP —p
NP — d NP — d
p—p p—=p
d—dn—-n: d—dn—=mn d—=dn—n:"d—dn-—n
d n op d n d n o p d n
Step 3: FLEFL
PP —p
NP — dn ./ NP — dn
/\ P ,P/\
d—=dn—n:"d—=dn—mn
d n o p d n
btep 10 L1, I73. Step a: I'2.
NP — NI NP — NP PP
/ PP — p NP /{7]’ — p NP
NIY — dye //\ NP — dn NP —d » ‘\\ NP — dn
/\ AN /\ Py
K(l'_—'d n—mn'd—dn—mn d—=dn—n''d—=dn—n
d nop o d n d noop o d n

Pigure 7: The construction of an analysis tree for dnpdn

2.2 A casting system as an FB-system

In a similar way as the contextiree grammar above, we can present a casting system as

an I'B-svstem. and show how the analvsis tree construction vields a dependency tree.

We take the following casting system and its corresponding I'B-svstenm as an exanple.

Casting system

Actors {d.n.p)

Roles B Nl
~ Leading roles {¥}

The uvisible role t

C'an-he-playved-hy
Can-he-combined-lef
Can-he-combined-right

Did. N :n. P:p
IAN s, AD:d. NP p
Deodie, Nonf/P.N injfi, Pip/N
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' B-system
Colors {D:d,eN 0, N:n P:pe P:p}
Root colors  {A& : n}
Symbaols {d.n,p}
Represent B(D:d d), R{eN :n,n), R(P: pe,p)
Forward (FLy FeN vn, PopeN vn),
(I'2) F(N :n,P:p,N:n),
(F3) F(P :pe,N :n,P:p),
(P F(P:p, N :n, P :p)
Backward  (B1) B(D :d,eN :n, N :n).
(B2) B(D :d,N :n,N :n)
Lift empty

The set of colors of the PB-system contains all possibie role-actor pairs according
to the can-be-played-by relation. Role-actor combinations which canrot do without
support, i.e. which cannot be combined with the invisible role, also appear ‘dotted’ in
the color set. The dot marks the side at which support is obligatory.

There is one admissible root color, corresponding to the leading role.

The symbols are, as before, the actors of the casting svstem.

The representation relation /2 contains three pairs, one lor every symbol.

I" has four triples, B has two, and L is the empty relation, no color can be lifted
to another.

Note that [ and B correspond to the can-be-combined relations. Note also that a
dot disappears in recoloring when a dotted color adopts a color at the side of the dot.

Note finatly that the absence of lift” here and the importance of 1Mt i
contextfree grammars reflect the fact that every node in a dependency tree represents
a svmbol, whereas in parse trees the internal nodes are representatives of constituents.

The four pictures in figure 8 show the step-by-step construction of an analvsis
tree for the sequence dupdn. The resulting analysis tree is a dependency tree for the
SeqlUence.

The steps in the construction of the dependency tree are:

1. single node trees, representing the individual syvmbols,
2. two admissible hackward adoptions (twice B1),
3. a forward adoption (F'3),

Looa forward adopfion (I'2).

2.3 Recognizing sequences which have an analysis tree

The two examples are of course not a proof of the fact that every contextiree grammar
and every casting svstem can be represented as an FB-system. Such a proof can be
given. it 1s in fact not dillicult. But it s tedious. and we shall not present it here, (In
fact empty productions must be compiled away, and the empty string must be treated
separatelv.)  Hopefully, the examples are enough to suggest the general techniques
applicable for trauslating the one formalism into the other,

The goal of the introduction of FB-systems was to conte to a uniform approach to
parsing. It s parsing we shall now concentrate on. That is to say, the actual problem of
parsing is to construct an analysis tree, or rather all analysis trees for a given sequence
ol svmbols worit. agiven I'B-system. What we present here is a strategy for recognition.
Strictly speaking, the algorithim we preseut {not in full algerithmic detail), is capable
only of deciding whether a given sequence has an associated analysis tree or not. and it
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Step 1. representation. Step 2: B1,BL.

oN:n N:n
D:dg P :pe {d P:pe

: eN:n : : N:n
i ERE N
d n op d d n p d n

Step 3: F3. Step 4: F2.

Nin Nin
Kd Py :d; Pip
B Noon : Nin
b Lo D
d w op d n i n p d n

Figure 8: The construction of an analysis tree for dnpdn

dves not produce the trees. But it is a well-known technique, and a minor adaptation to
the algorithm, to keep track of the wavs in which items are combined during recognition.
Such additional information is sufficient to produce all analvsis trees.

The central notion in the recognition aleorithm is the notion of an item.
o =

Definition 6 An iem for a given 'B-system @ is an element of the (artesian product
N x ' in which N is the set of positive natural numbers and (' is the color set of ®.

The overall structure of the recognizer is as follows,

The recognizer f# w.r.t. @ is an algorithm which works on a sequence (a,. .. .. )
that consists of symbols ¢, of ©.

As a result it produces a sequence of item sets ([y,..., 1, ].

Iy 1s empty.

Every next I, is computed from the svmbol a;1; and the preceding initial segment
{(fn..... £} of the resuilt sequence.

The computation of [, will vield a set of items (., ¢) in which m <k + L

The interpretation of (m,e) € I Is: there is an analysis tree { [or the segment
(e )owith (1) - e

Recognition is expressed as: the last item set in the sequence produced. Le. I,.
contains an itern (1.¢) in which ¢ is an adiissible root color of @.

To be precise: the consiruction of the next iem set I, from the previous ones
(Lo, £} and the next svmbol wp oy proceeds as follows:

It starts with the set

K={k+1.o)|Reoa)}

Of this set. the completion is constructed. The completion of & is the smallest set

Josatistving:



o I g J

[

H(j+1,d)e J and (i,c) € I; and F{c,d.c), then (i,¢) € J

If(j+1,c)eJ and (i,d) € I; and B(d,c,c’), then (i,¢') € J

If (j+1,¢) € J and L(e,¢) then (54 1,¢) € J.

This completion is [;,;.

I'or the complexity of the construction of the completion, the following is relevant:

every set f; has a number of elements bounded by € x j, where (' is the number of
colors,

to construct fp4, all sets I;, 7 < &k + 1, must be traversed, every item in these
previous sets must be matched against at most (7 items already in Iiy1, and for every
item newly constructed at most (' lifts must be added.

It follows that the number of steps in the construction of Ip 41 s bounded by C#%%.

The recognition algorithm is of cubic complexity.

3 Conclusions

LThe creation of dependency trees for utterances on the basis of a dictionary of word
profiles, i.e. a casting system, derived from the handmade analysis of a restricted set of
utterances, is an interesting approach to structural analysis. To assess the full merits
ol the approack, further research is necessarv however.

The parsing problem for the construction for dependency trees is in many respects
the same as that for contextfree derivation trees, In lact, the gencral notion of I'B-
system seems 1o cover ali methods of associating trees with sequences which are local,
Le. all methods where the well-formedness of the associated tree is determined by
restrictions on the structure of the nodes, and not on the tree as a whole. An Earley-
like algorithn of cubic complexity applies to every association of trees 1o SeqUences on
the basis of such a general FB-system.
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