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Abstract

In this paper we discuss the psychdinguistic
relevance of a “surfastic” TAG-based theory
of syntax (Abeillé 91, Abeillé and a. 0Qg).
We show that widely accepted parsing
preferences can be degantly formulated on
LTAG derivation trees. We sketch a
processng model which alows to predict
Garden-Path phenomena axd sheds a new
light on some psychdingustic results
concerning the existence of Wh tracest.

1 Introduction

Lexicdized Tree Adjoining Grammars (LTAGS)
have been shown to be motivated from a
computational point of view : it is a mildly context
sensitive formalism and therefore parsable in
paynomial time (cf Vijay-Shanker 87). It is dso
motivated from alingustic point of view, espedally
becaise it alows to hande degantly crossed and
long dstance dependencies (cf Abeill €91). Thishas
led to the development of wide-coverage grammars,
for English (Xtag group 95 and for French (Abeill é
andal. 99.

LTAGs were dso argued to be relevant from a
psychdinguistic point of view with resped to
crossed and seria dependencies (Joshi 90) andin the
context of children language agquisition (Frank 92,
where ajunction is more difficult than substitution
and thus not observed in structures produced by
young children. Moreover, Most psychadingustic
studies are dore within the framework of
Government and Binding Theory. Nonetheless in
order to explain the paradox that on ore hand we
must "parse to lean”, bu in order to doso we must

1 We wish to thank an anonymous reviewer for very
detail ed and helpful comments.

"lean to parse”, (Foda 98a,b) introduces the nation
of tredet. In the mntext of child grammar leaning,
several grammars are candidate. Her ideaisto gve a
solution which is more redistic than Booean
parameter switch (which obvously leads to
combinatorial explosion).

She eplains that a tredet is "a small piece of a
syntactic tre€'..." The default tredet starts out as the
most accessble one, bu if the marked tredet is
nealed for parsing inpu sentences, its frequency of
usage will gradudly increase its activity leve until it
bemmes more readly accessble than the other"
(Fodar 98a p. 360.

It appeas that the notion o tredet seeams
strikingly close to the nation d TAG "elementary
tred', and that a "default tredet" resembles a TAG
"canonicd trees'.

In this paper, we ald more aguments to show that
LTAGs are relevant from a psycholingustic point of
view. In the first part of this paper, we briefly
introduce the LTAG formalism. In the second rt,
we show how LTAG derivation trees alow to
acoun for widely acceoted parsing preferences (i.e.
arguments / adjuncts and preference for the idiomatic
interpretation d sentences) and explain the pradicd
use of these principles. Finally, we show how one can
predict Garden-Path phenomena while building a
derivationtreg and dscussthe impad this has on the
debate mwncerning the existence of Wh traces.

2 Brief overview of LTAGS

A LTAG consists of a finite set of elementary
trees of finite depth. Each elementary tree must
“anchor” one or more lexicd item(s). The principal
anchor is cdled “hea”, other anchors are cdled “co-
heads’. All leases in elementary trees are dther
“anchor”, “foat node” (noted *) or “substitution
node” (noted |). These trees are of 2 types :
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FIGURE 1: Illustration of an
LTAG and of Principle 1

auxiliary or initial2 An auxiliary tree has exadly
one distinguished led, cdled “foot node” and
marked *. Trees that are not auxiliary are initial.
Elementary trees combine with 2 ogerations :
substitution and adjunction.  Substitution is
compulsory and is used esentialy for arguments
(subjed, verb and nouncomplements). It consists in

2 Traditi ondly initial treesarecdled a, and auxili ary trees 3

repladng in a tree (elementary or not) a node marked
for substitution with an initia treethat has a root of
same cdegory. Adjunction is optional (athough it
can be forbidden o made compulsory using spedfic
constraints) and deds esentialy with determiners,
modifiers, auxiliaries, modals, raising verbs (eg.
sean) and sententiad complements (e.g. oljea
completives). It consistsin inserting in atreein place
of a node X an auxiliary tree with a root of same
caegory . The descendants of X then become the
descendants of the foat node of the auxili ary tree

The history of derivation must be made explicit

since the same derived tree ca be obtained using
different derivations.
This iswhy parsing with LTAGs yields a derivation
tree from which aderived tree(i.e. constituent treg
can be ohtained. Figure 1 shows the dementary trees
anchored when parsing “Yesterday John kicked the
bucket”3, aswell asthe derivation trees obtained bah
for the “literal interpretation” and for the “idiomatic
interpretations’ of the sentence It also shows that
both derivationtrees yield the same derived treé. It is
naticedle that LTAG derivation trees are dose to
dependency structures (cf Candito and Kahane 98).

Moreover, linguistic constraints on the well-
formedness of elementary trees have been
formulated (Abeillé 91) (Frank 92) (Abeillé and a
99) :

*Predicae Argument Cooccurence Principle : there
must be aled noce for ead redized argument of the
head of an elementary tree
eSemantic  consistency
semanticdly void
eSemantic  minimality an eementary
corresponds at most to ore semantic unit

In addition, trees which encode the same
subcategorization frame (with dfferent redizations
of arguments) are grouped in afamily. The canonicd
treein a family is then the ore tree which dd na

No elementary tree is

tree

3 Al our examples follow lingustic analyses presented in
(Abeill € 91). Thus we use no VP node aad noWh nor NP traces.
But this has no impad on the gplicaion d our preference
principles.

4 Dotted lines in derivation trees indicate a substitution, plain
lines an adjunction.



have its arguments reordered (i.e. passvized,
cliticized ..).

3 ThreePreference Principles
3.1 Overview of the Three Principles

It is well established that the idiomatic
interpretation d a sentenceis favored ower its literal
interpretation (Abeill € 95) : psychdingustic studies
have shown that the idiomatic meaning is accessed
diredly with no pior computation o a literal
interpretation, and is usually processed faster than
the literal one (Gibbs 85), (Gibbs and Nayak 89).
Also, it is largely agreed that arguments are
preferred over modifiers (Abney 89), (Britt and al.
92). Moreover, arguments clealy prefer to be
attached to their closest potential governor. These
threetypes of preferences are difficult to expressin
terms of congtituent trees, but easy to expressin
terms of dependency like structures (i.e. LTAG
derivation trees). So (Kinyon 9%9) has formulated
the three following pinciple within the LTAG
framework :

1- Prefer the derivation tree with the fewer
number of nodes

2- Prefer to attach an a-tree low in a derivation
tree

3- Prefer the derivation tree with the fewer
number of B-tree nodes®

A discusson onthe linguistic adequacy of these
principles, as well as onwhy LTAGs are better than
other lexicdized formalisms sich as LFG to
formulate these principles can be foundin Kinyon
(99b).

Principle 1 acourts for the preference we have for
the idiomatic interpretation d a sentence In
LTAGsS, al the frozen elements of the expresson are
present in a single dementary tree We have shown
in Figure 1 the derivation trees obtained when
parsing “Yesterday John kicked the bucket”. The
derivation tree for the idiomatic interpretation,
which is preferred, has fewer nodes than the
derivationtreefor theliteral interpretation.

Principle 2 captures the preference for an argument
to attadh to its closest potential governor. So in (1),

S This principlewasinitially presented in (Srinivas and a 95).
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“of the demonstration” is preferably attached to
“organize” rather than to “susped”. Similarly, in
(1b), "To whom" attaches to "say" rather than to
"gives'. Figure 2 shows how principle 2 vields the
preferred derivationtreefor sentence(1a).

(1 John suspeds the organzer of the
demonstration
(1b) To whom does Mary say that John gves flowers

Finaly, principle 3 acourts for the preference of
arguments over adjuncts. So it will allow to retrieve
the right attachment in (2a), where "le matin" (the
morning) is argument of "regarde" (watches) rather
than modifier. It aso alows to retrieve the rred
attachment in (2b) where "to be horest" is argument
of prefer, rather than sentence modifier.

(2a) Jeanregarde le matin

(John olserves the morning / john watches in the
morning)

(2b) John prefers his daughter to be honest

It is important to nae that the distinction
between arguments and modifiers can be ealy
expressed within LTAGS, because in derivationtrees
elementary trees for arguments are esentially initial
(a), while dementary trees for modifiers are
auxiliary (B). It is dso important to nde that
(contrary to right assciation) these structural
preferences are language independent.

3.2 Practical results

These principles have yielded pradicd results :
A parse-ranker has been implemented for French
within the FTAG projed (cf Abeille and a 99),
using a semi-automaticadly generated wide
coverage grammar of 5000 elementary trees
(Candito 96). This parse ranker, tested on 1000
sentences, alows to go davn from 2.85 derivations
trees / sentence to 1.4 drivation trees / sentence
withou degrading the quality of parsing (i.e. without
discarding "corred" parse trees). These results hint
that the three principles are well-motivated from a
cogritive point of view. This parse ranker is
currently being pated to English and tested onthe
Wall Stred Journal.

3.3 Interaction between the principles

The main argument against "traditional” structural
principles, when expressed in terms of constituent
structures, is that their interadion is unclea. It has
been said for example that in case of conflict,
minimal attachment prevails over right association
(cf Kimball 73) in a sentence such as "He repaints the
wall with cradks' thus alowing to acourt for the
garden path effed. Of course, this suffers numerous
courter-examples.

But the structura principles we presented are
expressed on dpendency like structures, and it is
striking that zero conflicts were encourtered, bah on
the 1000sentences for French, and on3000sentences
from the wall stredg journa for Englisht. This
strondy suggests that these principles are relevant
from a psychdingustic paint of view.

3.4 Lexicalist approaches

One agument against the structural approach
presented in 3 would be to say that these structural
principles do nd exist (i.e. are not observable once
frequency effeds are taken into acmurnt). Although
the influence of lexicd preferences for parsing is
widely acceted” (cf Trueswell 96), we ague that
"pure” lexicdist approadies (i.e. which do na take
into acourt structural effeds) are unsatisfadory for
the followingreasons :

If the use of structural principles was just a mere
approximation, it would make it hard to explain that
the empiricad results are so good. Pure lexicdist
approaches have not yielded such results to ou
knowledge on large red-world data (very littl e data
abou lexicd preferences are available on a large
scde ep. for languages other than English).

Also, pue lexicdist approaches do nd alow to
explain how two preferred subcaegorizaion frame
interad. For example, if "susped N of N" and
"organizer of N1'" are two preferred redizaion
frames for "susped" and "organize™, respedively,
ore dtill neads to acount for the fad that

6 See (Kinyon 00B for a more developped discusson on
theinteradion between the principles.

7 Note that lexicd preferences are easy to express within
the LTAG framework, thanksto stronglexicdization.



"demonstration® will be dtached to "organize"
rather than to "susped" in "John suspeds the
organizer of the demonstration'® . With the same
type of reasoning, although "put N1 in N2" is a
common redizaion frame for arguments of "put",
the sentence (3) noretheless gans incomplete. This
can also nd be acourted for with a pure lexicdist

approach
(3) I'veput the bodk that youwere reading in the library

Moreover, pue lexicdist approaches also do na
eaily acourt for unknovn words, which are
noretheless processed (e.g. when aqquiring a new
languege), although nodata is available mncerning
the preference of redization for their arguments (cf
Kinyon 00B. Resorting to general structural
preference principles then seams more eonamicd
than storing large anourts of data &ou preferred
subca frames for ead word in the lexicon.

Finally, to opp@e pure lexicdist approaches and
suppat the structura principles presented in 3,
(Kinyon 0@&) formulated and \alidated the
following hypdheses on LeMonde, a one million
words annaated and shallow-parsed corpus for
French (Clément and Kinyon 00,Abeill ¢ and a 00a)

Regardless of which redizaion o arguments a
verb favors, if it can subcategorize aPPintroduced
by a given Preposition P, then in pradice when the
verb and a PP introduced by P appea in the same
sentence, the PPis either an argument of the verb, o
in a position where it can nd be agument (i.e.
argument of a doser potential governor, or locaed
in another clause such as inside a relative, or
modifier only if the verb is arealy saturated). The
probability for averb to redize a an argument a PP
introduced by a given Preposition P does nat help
disambiguation and dcaes not predict the propartion
of ambiguows attachments encountered when
examining sentences where Verb and P coocaur.

As discussd in (Kinyon 991, some lexicd
preferences thoughseem useful, bu formulated na
a the level of lexicd items, bu rather at the level of
parts of speedi. So for instance grammaticd

8 Whereas claming that arguments prefer to attach to their
closest potential governors (i.e. Principle 2 presented in sedion
3) solvesthis problem.

caegories are preferred over lexicd caegories. So in
(4a) clitic will be preferred over nounfor "elle", in
(4b) "ére" (be) will be an auxiliary rather than a
lexicd verb, and in in (4c) "deux' will be a
determiner rather than a noun. Genera lexicd
preferences of this type have been incorporated in the
parse-ranker discussed abowve. Expresdng lexicd
preferences in such general termsis also ecmnamicd.
It alows to eliminate some ca&es of spurious
ambiguity.

(4a) Elle ourt (Sheruns/ It is her whoruns)

(4b) Elle est venue (Ske has arrived / Steisan arival)

(4c) Jevois deux homnes (I seetwo men)

4 Predicting Garden Path phenomena
4.1 A measur e on derivation tree nodes

There is a @ntinuum between sentences that are
nat Garden-Paths (GP) and sentences that constitute
strong GPs. So for instance (5a) is a relatively week
GP, whereas (5b) and (5¢) are stronger ones (i.e. will
be percdved as ungammaticd by a higher
percentage of realers).

(5@) Johnlikes Mary and Paul likes Ste
(5b) The horse raced past the barn fell
(5¢) The boy got fat melted

To predict which sentences will yield a GP effed,
several processng models have been propcsed (e.g.
Gorrell 98), but they usually suffer cournter-examples,
they do na use preexisting wide-coverage grammars,
and therefore these processng models canna be
confronted with large "red word" data.

To predict GP phenomena within LTAGS, ore just
nedls to say that the more aderivationtreeundergoes
severe modification while being bilt, the more GP
effed will be observed.

Similarly to the structura principles presented in
sedion 3,this acournt of GP phenomena dso relies
on dkrivation trees, that is on dependency-like
structures. Intuitively, it seems very plausible that
modifying dependents and/or gowvernars in a
dependency-like structure shodd be difficult. Also,
this acourt relies on the intrinsic properties of
LTAGs (i.e. adjunction + extended damain of
locdity), withou adding any extra a-hoc
mechanism.
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More predsely, to measure the processng
difficulty of a sentence ore can compute the
number of nodes that are modified o that have their
parent and/or children modified® at ead step when a
new word is encourtered when processng the
sentence incrementally from left to right. A high
node modificaion measure & a given pdnt then
indicaes that a processng dfficulty is being
encourtered at that point. Figure 3 shows the
derivation tree just before encourtering "fell" and
when "fell" is encountered when processng the
sentence "The horse racal past the barn fell". Nodes
which are drcled represent nodes which were
modified or which had their parent and/or children
modified. There ae four such nodes out of the 7
nodes in total in the derivation tree which hints that
aprocessng dfficulty is being encourtered at "fell".

9 A modified nock is a node in derivation tree which
corresponds to a different elementary tree E.g. in figure
3, before "fell", the node for "racad" corresponds to the
elementary treeintranstive-canorical, while dter "fell”,
the node for "racal" corresponds to the dementary tree
"trangitive-objedRelative, hence the node for "raced" has
been modified.

4.2 The underlying processing model

To predict GP phenomena with this "node measure”,
one neals only use a "reasonable" underlying
processng model. By reasonable we mean :

o Lefttoright

* Incremental

* Not strictly paralel (i.e. some hypahesis are
discarded onthe way)

This last paint is rather obvious : if the processng
model was totally paralel, then al hypahesis would
be kept during parsing, and there would be no such
thing a GP phenomena.
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FIGURE 4 : Processing an easy sentence
"Whil e the boy scratched the girl the dogyawned"
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FIGURE 5: Processing a difficult sentence
"Whil e the boy scratched the dog yawned"

Figures 4 and 5 sketch such a processng model,
which is moreover quasi-deterministic. On figure 4,
one can seestep by step haw the derivation treefor
"Whil e the boy scratched the dogthe girl yawned" is
built. This ®ntenceis nat difficult to process: at no
point during the derivation is the derivation tree
highly modified. On the wntrary, on figure 5 ore
sees gep by step haw the derivation treeis built for
"Whil e the boy scratched the dog yawned". During
derivation, and more predsely when encourtering
"yawned", the derivation tree undergoes svere
modificaions (7/9 nodes have their parent and/or
children modified). This corresponds to a severe
processng dfficulty (cf 5.3 kelow).

The processng model sketched in this sdion is
guasi deterministic becaise eath word anchors
exadly ore underspedfied elementary tree (for a
predse definition d these underspedfied

a-scratch-canonical-transitive
— ~—

dementary trees ®e (Kinyon 0@,d)). Only ore
derivation tree is being bilt, and no ladktradking
takes place except when the analysis fails (i.e. when
a GP phenomenonis encourtered).
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FIGURE 6 : Three sentenceswith different
processing difficulties.

4.3 Further improvements

Sentences (6a) (6b) and (6¢) were taken from
(Ferreira and Henderson 9§. In an experiment they
performed, (6a) was deemed grammaticd by 82 %
readers, (6b) by 6%%6 andf3 by ory 24%.

(6a) While the boy scratched the dogthe girl yawned
loudy

(6b) Whil e the boy scratched the girl yawned loudy

(6¢c) Whil e the boy scratched the dog that Sdly hates
yawned loudy



Before Us

2a?—force

/
B-could a—child B-have

B-the -little

B-could

At us

?2ap?—force

_—— "\~

e —
a—child B-have

Bthe PBlittle

Could the littl e child haveforced us (to sing those stupid French songs for Christmas)

Before Us

?2ap?—force-Wh

— \

At Us

a-?head?-Wh

_—
_—

a-W ho B-could a—child B-have (a—=W ho)(@—force-canonical)

B-the Plittle 6;c\h/ild)(8-have)@-us)

B-the B-little

Who could the littl e child haveforced us (to sing thase stupid French songs for last Christmas)

FIGURE 7 : One sentence with no filled-gap effect and no G-Path effect

One sentence with " filled gap effect" & G-Path effect

The node measure presented in sedion 4.1alows
to acourt for the fad that (6b) is harder to process
than (6a), bu it does not acount for the fad that
(6¢c) is more difficult to process than (6b). The
modificaion d the derivation trees for these 3
sentences when reading "yawned' is iown on
figure 6. Both (6b) and (6¢) have 5 nodes modified.

So, obvously, our node measure nedls to be
refined to acourt for that, for example by assgning
weights to eadr nock acording to the number of
their descendants. This will be aldressed in further
work.

4.4 GP effects and the existence of Wh traces

Numerous experiments in  human sentence
processng have dmed at proving a disproving the
existence of Wh traces. In favor of such traces, self-
pacal reading tasks owed a “fill ed-gap” effed (i.e.
significantly higher reading time on a word such as

“us’ in (7a) where atraceis expeded and nd found
(Crain and Foda 85) (Stowe 86) and a “demy gap”
effed (i.e. higher reading time on a chunk where a
patential gap is left unfilled, the red gap being
further) (Frazer and Clifton 89. Also, “antecedent
readivation” at the site of trace has been shown
through “CrossModal priming” and “Visua probe
recogntion’ tasks (Swinney and al. 88). Against Wh-
traces, (Pickering and Barry 91) argued that a
sentence such as (8a) shoud be & difficult to process
as (8b) if Wh-traces were aonstituents, since it would
then be “douly center embedded”. (Gorrell 93) and
(Gibson and Hickok 93 replied, and a mnsensus was
readed that :

* Empiricd data does nat allow to dedde between
the nonexistence of Wh traces and Wh-traces
that would be anticipated by the processor



e ‘“antecalent readivation” results are debatable
as an argument pro or contra traces as g/ntadic
constituents.  (we will therefore leave these
results aside).

(7a) Who could the littl e child haveforced usto sing
those stupid French songs for Wh-t last Christmas

(7b) Could the little dild have forced to sing those
stupid French songs for Christmas

(8a) Johnfoundthe saucer [onwhich]; Mary put the
cup [into which]; | poured the tea Wh-t; Wh-t;.

(8b) The man [who the boy [who the student
recognized] pointed ou] isafriend d mine.

Our am is to show that data in favor of the
existenceof Wh traces as well asthose gainst it can
be acounted for within "surfastic" LTAGs withou
resorting to any empty caegories, bu only to
inherent charaderistics of the formalism : an
extended damain of locdity, the ajoining operation
and lexicdization. More predsely, we ague that a
higher reading time is obtained for the word “us’ in
(78) because of the same garden peth effed ohtained
in 5 the derivation treebeing built undergoes svere
modifications when reading "us' in sentence (7a)
(Figure 7). This “reorganization” of the derivation
treedoes nat occur for sentences like (7h).

In addition to obkeying an obvious emnamy
principle, this tracefree aaysis is interesting
becaise it makes acairate predictions regarding NP-
traces!© (e.g. pasdves are treded surfasticdly
withou movement nor NP-trace.

More aucialy, contrary to what is argued in
(Sag and Fodar 94), this tracefree aalysis is
important for the debate on the eistence of Wh-
traces, for it makes clea empiricd predictions if one
tests entence pairs like (9a) and (9b)11: If there ae
no Wh-traces, reading times on the churk /help to
land the plane/ shoud be similar in (9a) and (9b)
since no garden-path effed occurs (i.e. while
processng the curk, the derivation tree did na
have nodes were parents and/or children were
modified).

10 Psychadlinguistic experiments have proved inconclusive in
showing the eistence of NP-traces as g/ntadic constituents
(Crain and Fodar 85).

11 After, of course, neutralizing any frequency effeds in the
pairs of sentences used for the experiment.

(9a) Will the apilot /help to land the plane/ in case
of an emergency.

(9b) Whom will the aopilot /help to landthe plane/ in
case of an emergency.

Conclusion

We have shown that a "surfastic" theory of syntax
based on LTAGs is psychdlinguisticdly relevant :
derivation trees adlow to cgpture widely accepted
language and damain independent parsing preference
principles, and also alow an elegant prediction o
Garden-path phenomena. This has led to pradicd
applicaions, such as a parse ranker for LTAGs.
Moreover, this new way to predict garden-path
phenomena sheds a new light on psychadlinguistic
results on "wh-traces" and gives an oppatunity to set
up rew experiments to determine whether "wh-
traces" exist as g/ntadic constituents.

Future work will i nclude refining our measure on
nodes to predict GP phenomena. It is also planned to
implement the processing model sketched in this
paper in order to buld a robust but noretheless
psychalinguisticaly motivated parser for TAGs.
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