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Abstract

A novel unsupervised learning approach to computational dialectometry is presented which
uses hard clustering. The approach relies on vector analysis over two-dimensional arrays
of word lists collected for different geographical sites. The paper presents the underlying
theory and applies the approach to a Bulgarian data set. The results of these experiments
demonstrate the viability of the approach.

2.1 Computational Dialectometry

The study of language variation and of language change has a long and venerable
tradition in linguistics. Traditional dialectology dealswith the identification of di-
alect boundaries on the basis of historical evidence and on the basis of bundles of
characteristic isoglosses. Relevant historical evidenceincludes information about
lanugage contact, migration and settlement patterns, as well as processes of urban-
isation. Isoglosses refer to dialect boundaries determined by individual linguistic
features (such as word pronunciations, lexical choice or syntactic constructions).
In contrast, computational dialectometry clusters phonetic or lexical data in the
form of word lists into geographical dialect-regions by means of quantitatively de-
fined distance measures (Göbl 1982, Kessler 1995, Nerbonne 2006, Nerbonne and
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Hinrichs 2006, Prokíc 2006).
Currently the method of choice for measuring the distance between two words,

either in terms of their graphemic representation (in the case of lexical data) or
in terms of their phonetic representation (in the case of pronunciation data), relies
on the notions of alignment (Kondrak 2000) and of edit-distance (Heeringa 2004),
particularly in the form of Levenshtein-Distance. The distance between lists of
words is measured by an aggregate method that provides the summation of the
distances in the word list.

Two disadvantages are implicit in these approaches:� Aggregate methods consider in every pass just two data-records, not the
entire data set. A comparison of the whole data set in a singlestep is not
possible.� It is only possible to compare pairs of individual words. Forexample, it is
possible to compare two different pronunciations of the word apple, but it is
not possible to track the occurrences of individual segments, e.g. the vowel
a in different words, e.g. inappleandbanana.

In this paper a new approach to computational dialectometryis proposed that is
based on vector analysis and that avoids the above disadvantages of the aggregate-
method. The approach is inspired by the Neogrammarian notion of regular sound
correspondences. This notion has played a major role in the study of language
change. Here it is applied to the study of language variation.

2.2 The Data

2.2.1 General format

The data takes the form of word lists, one such list per site. Asite is a geo-
graphicaly defined point like a village or a town. Other properties such as size,
geographical properties, more rural or more urban, are ignored at present.

For every site, the same words are collected and transcribedinto X-Sampa
(Wells n.d.), which is an electronic readable form of the IPA, the International
Phonetic Alphabet (IPA 2003). The X-Sampa codes are the smallest units in the
data-sets.

This data format allows investigations in two directions:� Horizontal: In this direction all occurrences of a given element are traced in
a single word from the word list across all sites. We will henceforth refer to
such a horizontal trace assingle-word-all-sites(SWAS-trace).� Vertical: In this direction all occurrences of a given element are traced across
the entire word list for a single site. We will henceforth refer to such a
vertical trace assingle-site-all-words(SSAW).

In the horizontal dimension, comparisons of a given elementacross different
pronunciations of the same lexical item can detect regularities and irregularities
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Figure 2.1: general data-structure

of sound correspondences in the set of pronunciations. In the vertical dimen-
sion, comparisons of a given element across the word lists ofdifferent sites can
reveal phonological and/or morphological proccesses suchas insertion, deletion,
and metathesis which are commonly found in language variation.

2.3 The Bulgarian Data-Set

In cooperation with the Bulgarian Academy of Science and theUniversity of Sofia,
a phonetic data-set of the Bulgarian language with 200 sitesand 143 words1 com-
mon to all sites is been collected (Osenova and Simov 2005). These 200 sites are
spread across the whole territory of Bulgaria. At the moment, 121 sites are avail-
able in electronic form. XML is used as a container for the data. This data set
forms the basis for all vector-based experiments reported in this paper.

(Zhobov 2006) provides detailed information about the selection of words that
have been chosen for the data set and about the sources that have been consulted
for their pronunciation.

2.4 The Vector-based Approach

2.4.1 Background: Vector Analysis

Vector analysis is a subarea of geometry. It deals with arrays (vectors) in a two- or
higher dimensional space. In these spaces, vectors are defined by two points, each
identified by one coordinate for each dimension. The arrays in our particular di-
alectometry application are always two-dimensional (one dimension for the canon-
ical order of words in the word list and one for the order of elements within the
individual word). Figure 2.2 gives an example of a vector~v1 in two-dimensional
space with the starting point (2,2) and the end point (4,4):

The length of a vector can be calculated on the basis of the Pythagorean theo-
rem:

(2.1) j~v1j =p4x2 +4y2
1Some of the sites contain more words, but these 143 words are included in every site.
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Figure 2.2: a two-dimensional vector

where4x and4y are the relative position-changes of the vector on theX and theY axis.

Figure 2.3: calculating the length of a vector

To compute the angle between two 2-dimensional vectors:

(2.2) 
os(�) = ~a �~bj~aj � j~bj
2.4.2 The Algorithm

In this method one element of interest is selected. This can be a single segment, a
bigram or even longer sequences of segments. By the use of vectors, the element
in focus is traced either horizontally (SWAS) or vertically(SSAW) through the
entire data set. Each occurrence of the focus item is represented by a single vector.
Combining these vectors into a chain of vectors, the relative position changes of
the relevant element are recorded. The pseudocode for constructing such a vector
chain for anSWAStrace or anSSAWtrace is shown in figure 2.4.

On theX-axis of the coordinate system the units of measurement are the po-
sitions of X-Sampa codes in individual words. On theY -axis, the words are the
unit of measurement. By assumption, a shift on theX-axis of one X-Sampa to the
left or to the right has the value 1. On theY -axis going down one line to the next
word, without shift on theX-axis, has the value of 1.

A vector chain constitutes a unique fingerprint of the occurrence of the element
in focus either in a single word across all sites in the horizontal dimension or in
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delta[X] = 0;
delta[Y] = 0;

for i=1 to number of occurrences of element A

delta[X] = X(A[i]) - delta[X];
delta[Y] = Y(A[i]) - delta[Y];
addToVectorChain(<delta[X], delta[Y]>);

Figure 2.4: pseudocode for constructing a vector chain for asingle focused element

all words of the word list for a single site in the vertical dimension. Moreover, in
each dimension such fingerprints can be compared across sites or across words.

In the following example (Figure 2.5), a hypothetical element A is followed
through a data record. The origin and starting point of the first vector is set to the
first element of the data record.

Starting in the upper lefthand corner (0,0), the first appearance of “A” can be
achieved by the vector~v = (3; 0). The first coordinate represents the movement on
theX- and the second one the movement on theY -axis: this means, that they are
showing therelativemovement of a vector from the actual element to the next one,
not the absolute position in the coordinate-system. From here, a second vector is
drawn down to the second appearance of “A” (-1, +1), and so on:

Figure 2.5: artificial example for tracing an element

Figure 2.6 shows an excerpt from the Bulgarian data set. Fromleft to right:
The first 13 words of the site Rakovica, located in western Bulgaria. In the middle,
the vector chain for the vowel “e” is drawn. On the righthand side, the complete
“e”-vector for the 143 words of site Rakovica is shown:



26 Erhard Hinrichs and Thomas Zastrow

Figure 2.6: from left to right: partial word list, partial vector chain, complete vector chain

2.4.3 The Length of a Vector Chain

In the previous section, we have shown how vector chains can be created. Graph-
ically such vector chains can be rendered as shown in Figure 2.6. However, in
order to be able to compare vector chains with one another, a quantitative mea-
sure is needed. Such a measure can be obtained on the basis of the length of a
vector chain2. This length can be calculated by adding together the lengths of the
individual vectors contained in the vector chain.

(2.3) j~v
j = nXi=1q4x2vi +4y2vi
wheren is the number of single vectors in the vector chain.

For illustration, Figure 2.7 shows some typical vector chains and their lengths:

Figure 2.7: some typical vector lengths

2Another possibility would be to sum up the absolute movementof the element to the right and to the
left. This fluctuationhas one disadvantage: it cannot handle words which has more than one element
correctly.
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When calculating the length of vector chains, two questionsarise: first, how
to treat words with zero occurrences of the element and second, what to do when
a word contains more than one occurrence of the same element.If a word has no
occurrence of the element in focus, the vector chain will pass through this word and
will extend to the next word in the word list that contains theelement in focus. In
consideration of the Pythagoraean Theorem, the resulting length of such a vector
chain differs from a vector chain where each word contains exactly one occurrence
of the focused element. This is illustrated in figure 2.8.

Figure 2.8: vectors when in a word the element doesn’t occur

If a word has more than one element “A”, additional vectors are drawn (Figure
2.9).

Figure 2.9: vectors when an element occurs more than one times in a word

Depending on the direction of analysis (horizontal or vertical), the length of a
vector chain can be interpreted in two ways:� In the horizontal direction: a higher value means that the specific element

has more fluctuation than with a lower value. Elements with a high value
are of particular interest since they carry a high degree of information about
the linguistic distance across sites.� In the vertical direction: the vector chain provides a site-specific, individual
“fingerprint” of that element. The values of the individual vector chains for
each site can then be clustered as described in more detail insection 2.5.

Some prominent values for the vector length are:� If the element doesn’t appear in the complete data-set, the length of the
vector chain is zero.� If the element always appears at the same position, the vector chain’s length
is identical to the number of words in the chain: there is justmovement on
theY -, but none on theX-axis.
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and their order

2.5 Vector-based Analysis: Selection and Clustering of Elements

As described in section 2.1, computational dialectometry deals with geographi-
cally defined dialect regions. Considering this goal, the examination in the vertical
direction, which yields site-specific fingerprints is of central concern. This con-
stitutes one more contrast to aggregate methods where pairwise comparison of
individual words (in the horizontal dimension) provide themost important data-
set.

In the vector-based analysis, the horizontal dimension canbe used to deter-
mine which elements carry the highest degree of informationabout the linguistic
distance between individual words. The elements with the highest information
content can be selected to create particularly content-rich fingerprints of individ-
ual sites.

Such fingerprints can then be used to cluster the sites. The clustering is done
by a bottom-up, hard clustering algorithm. Hard clusteringis used so that each site
can appear as a member in exact one cluster. Clustering proceeds in an iterative
fashion. At the beginning, every site is its own cluster. In subsequent iterations
clusters are merged until a fixed number of clusters has been reached. The target
number of clusters is set in advance and depends on the desired granularity of
geographic distribution.

2.6 Experiments with the Bulgarian Data-Set

This section reports on the application of the vector-basedanalysis, whose under-
lying theoretical assumptions have been presented in the previous sections, to the
Bulgarian data set introduced in section 2.3. These experiments follow the strat-
egy outlined in section 2.5. In a first step, an SWAS trace is performed for all
single element X-Sampa codes contained in the entire data set. In a second step,
the most content-rich elements are identified. In a third step, a SSAW trace is per-
formed, which generates site-specific fingerprints for eachof these most content-
rich elements. In a fourth step, the lengths of the vector chains for each of these
fingerprints is computed as described in section 2.4.3. Finally, these characteristic
lengths are used in the hard clustering algorithm that was described in the previous
section.

2.6.1 Finding content-rich Elements

Figure 2.10 shows the results of the first analysis steps. It displays the 10 most
content-rich segments rendered in their respective X-Sampa codes.

Notice that, most of these elements are vowels or semi vowels(palatalized
j). This quantitative finding corroborates the often-citedobservation by traditional
dialectologists that vowels tend to exhibit the highest degree of dialect variation.
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X-Sampa-Code Length of Vector chain
e 40015.1759910523

stress 35731.207131129
7 (close-mid back, unrounded) 35653.6778159966

A 35432.7572223606
i 34438.756791175
u 34120.3965759371
n 33581.1330654058
s 33038.0473845845
o 32878.0780176776

j (palatalized) 32317.4612226377

Figure 2.10: the 10 most content-rich segments in the Bulgarian data set

The fact that the vector-based analysis is able to induce this observation by purely
automatic means attests the viability of this method.

There is a second finding contained in Figure 2.10 that directly conforms to
observations found in the traditional literature on Bulgarian dialect variation. It
is the observation that different stress placements play a prominent role in the
identification of dialect regions. Once again, the vector-based analysis induced
this finding by purely quantitative means since the X-Sampa code for stress is
identified as the second most content-rich element.

2.6.2 Creating Vector Chains

With the use of the elements in Figure 2.10, vector chains canbe build for ev-
ery site. Figure 2.11 shows 6 of these fingerprints, using theX-Sampa code “e”.
Three of these sites are located in the eastern part and threein the western part of
Bulgaria. Figure 2.12 shows their exact locations. The graphical rendered finger-
prints of the 6 sites shows that individual fingerprints are an indicator for the sites’
geographical position.

2.6.3 Clustering the Sites

For every of the above described fingerprints the length of the vector chain can be
computed. This results in a single value for every site, representing the variation
of the focused element.

Using the above described clustering algorithm on these values, a distinction
between the eastern part and the western part of Bulgaria canbe seen for the entire
data set in Figure 2.13. This east/west split once again conforms to the claim
found in the traditional literature that the major divisionamong Bulgarian dialects
follows this orientation.

This distinction between the east and the west of Bulgaria can be seen in nearly
every element. In general, the vowels are producing better results than the conso-
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Figure 2.11: fingerprints of six sites, three in the east and three in the west of Bulgaria

Figure 2.12: the locations of the six sites
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Figure 2.13: east-west distinction of Bulgaria, using the X-Sampa code “e”

nants since the variability of vowels is by comparison much larger than that of
consonants.

2.7 Conclusion

A novel unsupervised learning approach to computational dialectometry is pre-
sented which uses hard clustering. The approach relies on vector analysis over
two-dimensional arrays of word lists collected for different geographical sites. The
paper presents the underlying theory and applies the approach to a Bulgarian data
set. The results of these experiments demonstrate the viability of the approach
since it is able to reproduce by purely quantitative means the major findings that
have been obtained by traditional methods of dialectology for Bulgarian language
variation.

In future research we plan to conduct further experiments with the full Bulgar-
ian data set once it has become available. A second future field of experimentation
concerns the length of the elements traced in the horizontalor vertical dimension.
In the experiment described in section 2.6 we only investigated unigrams. Further
experiments with bigrams and trigrams need to be conducted.

A third direction for further experimentation concerns theorder of words in the
word list. Currently, the words are ordered alphabetically. An anonymous reviewer
has raised the issue whether the results depend on the order of the words and has
suggested to compare the vector chains for different randompermutations in the
word list.

Finally, in the current experiments, we only used a single hard clustering ap-
proach. The investigation of different variants of hard clustering could well be
another area where the current results may be improved.
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