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Abstract

With the COVID-19 pandemic and subsequent measures in full swing, people voiced their opinions
of these measures on social media. Although it remains an open problem to correctly interpret
these voices and translate this to public policy, we work towards this by tracking support for
corona-related measures in Belgium, a densely-populated trilingual country in Western Europe.
To this end, we classify seven months’ worth of Belgian COVID-related tweets using multilingual
BERT and a manually labeled training set. The tweets are classified by which measure they
refer to as well as by their stated opinion towards the curfew measure, for which we introduce
a custom classification scheme (too strict, ok, too loose). Using this classification, we examine
the change in topics discussed and views expressed over time and in reference to dates of related
events such as the implementation of new measures or COVID-19 related announcements in the
media. With these promising results, our contributions include (i) multiple multilingual BERT
models trained on manually labeled data accompanied by (ii) historical analysis of the support for
the curfew measure on Twitter and (iii) a thorough analysis of limitations and risks, together with
best practices and a reference code book.

1. Introduction

Sentiment analysis or opinion mining of social media content presents the possibility of following
trends in public discussion. Twitter, with an easy-to-use API and short, focused messages called
tweets, is often targeted for such tasks (Medhat et al. 2014, Giachanou and Crestani 2016). During
the COVID-19 pandemic, quantifying which measures are supported by the general population, and
which ones are not, could be useful in shaping the course of a nation’s strategy.

Recent work has focused on monitoring reactions to the COVID-19 pandemic utilizing sentiment
analysis (Wang et al. 2020b, Chen et al. 2020, Brandl and Lassner 2020, Wang et al. 2020a). How-
ever, sentiment does not necessarily map to opinions on more complex opinions about measures.
Wang et al. (2020a) presented initial results in a workshop on classifying stances (for or against)
towards Dutch government policies on masks and distancing using a neural network. Others have
incorporated qualitative analysis techniques into similar workflows in an attempt to gain a more
nuanced understanding of social media discussion than sentiment analysis, unsupervised machine
learning or classification models alone (Jimenez-Sotomayor et al. 2020, Xue et al. 2020).

Inspired by these initiatives, we set out to create a method focused on the Belgian situation that
can also serve as case-study on the risks and limitations inherent to this approach. Concretely, we
present the following three contributions:

Firstly, we develop a set of BERT models on a real-world use-case in the context of the COVID-
19 pandemic, allowing for testing the viability of its use in providing insight into opinions being
expressed on Twitter in Belgium, a multi-lingual country. We find evidence of promise for identifying
specific opinions on specific topics within a large corpus of tweet data and publish the models.
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Secondly, we visualize the trends in tweets on the topic of curfews over time, along with the
corresponding shift in views towards Belgian curfew measures. This allows us to compare these
tweets with dates of curfew policy shifts and their accompanying announcements. We reckon this
could be useful for policy makers in the future.

Thirdly, we explicitly discuss the limitations and risks in the practice of utilizing social media
data as a measure of public opinion or as an information source for policy makers. We provide
an analysis of model results with an eye towards these known limitations, including an assessment
of some specific potential biases of the BERT model itself. Communicating bias may improve the
value of the research by adding specificity to a claim (Elish and boyd 2018). We need to be able to
explicate potential pitfalls and develop best practices when working on such sensitive real-world use
cases. We cannot separate the question of what we learned about COVID-19 restrictions opinions
from questions of BERT model performance, data characteristics and labeling choices. Given the
current confluence of advances in NLP language models, availability of social media content, and
presence of globally discussed topics, our focus on limitations and risks is timely and needed, as can
be seen by the explosion of papers applying NLP tools in a similar workflow.

2. Related Work

The recent COVID-19 pandemic has motivated a significant amount of research using Natural Lan-
guage Processing (NLP) methods to analyze social media data for information about the public’s
response to the unprecedented pandemic. A large portion of this research utilizes sentiment anal-
ysis tools as a method for monitoring changing reactions of the public over time to the COVID
pandemic, for example, (Wang et al. 2020b, Chen et al. 2020, Brandl and Lassner 2020, Kurten
and Beullens 2021). However, sentiment analysis does not necessarily provide insight into specific
opinions about a given government measure—a point that we will address in Subsection 3.1.

Some of these analysis tools utilize BERT (Devlin et al. 2019), which is a state-of-the-art NLP
model that uses pre-training and fine-tuning. This makes it easier than ever to create custom,
domain-adapted classifiers that capture the nuances of discussions and opinions expressed in a given
domain. BERT has been used for classification tasks, including sentiment, gender of writer and
stance detection. Miiller et al. (2020) have created a T-BERT, a model pre-trained on a large
corpus of unclassified English language Twitter messages on the topic of COVID-19, which is not
suitable for use in the context of countries such as Belgium, with multiple non-English official
languages. Additionally, no previous work known to us has created a BERT-based model pre-trained
on manually labeled multilingual tweets on the topic of COVID-19.

It is important to recognize that even a highly accurate model for classifying opinions expressed
in tweets may not actually be sufficient for ensuring that such a model can act as a valid source
of information about the public’s opinions or accurately inform policy choices. The risks of using
social media data to draw conclusions about the general population have been described in detail
by Olteanu et al. (2016). Some points made in that work particularly salient to the current work
include the demonstrated fact that Twitter users do not represent the population as a whole, which
can create a biased representation of public opinion. The nature of social networks such as Twitter
also provokes a tendency towards strong opinions and language that can polarize groups (Garimella
and Weber 2017). People are motivated by a variety of goals when using social media, including
gaining attention, or followers, causing disruptions (‘trolling’) or advertising a product. For exam-
ple, Kiciman (2012) found that network attributes, such as network size, correlate with different
user behaviors on Twitter. There are also significant ethical considerations to be made regarding
collecting and analyzing tweets in terms of privacy and surveillance concerns (franzke et al. 2020).
Despite the extensive discussion, the perception that continued research of social data has a valuable
role persists.

Olteanu et al. (2016) give specific recommendations for a path forward for conducting valuable
research with social data, which include: documenting in detail the process by which datasets and

162



Table 1: Labeling categories for each tweet.

Toric MEASURE SUPPORT GOVERNMENT SUPPORT RELEVANCE
masks testing too-strict supportive irrelevant
curfew closing-horeca t ok unsupportive

quarantine vaccine too-loose not-applicable
lockdown other-measure not-applicable

schools

t horeca = hotels, restaurants and bars (“café” in Dutch)

models are created, including identifying sources of bias, broadening studies to varied contexts
and extending the research on guidelines, standards, methodologies, and protocols, as well as to
encouraging their adoption. To this end, in addition to providing open access to the search queries
and models used for the current research, as is the standard expectation, we give particular attention
to the process of documenting our work (including our code book and labeling methodologies). We
also address these recommendations further in Section 5.

3. Methodology

We used a multilingual BERT model to classify 1.3 million tweets related to the COVID-19 pandemic,
based on a manually labeled training set, as described in Subsection 3.1. The tweets were collected
through the Twitter API from October 13, 2020 until April 08, 2021 using a continuously running
script.! Tweets were collected using (i) multilingual search terms related to COVID-19, corona and
specific related topics?, (i) a language filter on Dutch, French and English, and (iii) a filter for
locations in Belgium.

Given that the location field in Twitter is a free-form input and that some users do not use this
feature, we relied on the occurrences of ‘Belgium’, translated versions and Unicode emoji flag in the
location and free-form description field and the occurrence of a city or region in the location field®.
We also considered filtering using GPS coordinates that are available on some tweets, but during
initial testing we saw no tweets that contained this metadata originating from Belgium.

In Subsection 3.2, we describe how we use this dataset and the collected labels to develop multiple
models. These models were developed synchronously with the labeling task. We started with a model
to filter out irrelevant tweets (e.g. news announcements) to save labeling time (Sieve I). We then
created a second model to classify the tweets into topics, which we use to focus on the curfew topic
(Sieve II) for the more challenging labels: measure and government support. This interplay allowed
us to reduce labeling cost and develop multiple models.

3.1 Labeling

Two manually labeled datasets were used for training. The first, consisting of 1695 tweets was used
for training the topics classifier. The second set of 2000 labeled tweets was used to classify support
for curfews. As described in Table 1, tweets were labeled by topic (curfew measure), as well as by
two opinion axes: opinion toward specific measures (too strict, acceptable, not strict enough and a
neutral option) and measure of the overall support expressed towards the government’s handling of
the pandemic (supportive, unsupportive).

We developed a code book which defines the labels procedure in detail. This labeling process
was tested and refined through two rounds of labeling on smaller datasets with Belgian and multilin-

1. This script with search terms and all our code is available at https://github.com/iPieter/bert-corona-tweets.
2. These search terms are also available on our repository.
3. We queried DBPedia for Dutch, French and English names of cities (e.g. ‘Leuven’) and regions (e.g. ‘Flanders’).
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Scraped Tweets v Relevant Tweets
1.298.792 Tweets Sieve I 53% of all Tweets
Filter irrelevant

Tweets V Sieve 11
Topic classifier

(@R Masks Lockdown Other Testing Quarantine Schools Vaccine Closing horeca
12% 9% £1% 5% 1% 1% 7% 10% 4%

Percentages of relevant tweets
Measure support
Is the curfew measure too strict, too loose, or appropriate (‘ok’)?

Figure 1: Schematic illustration of our contribution with domain-specific classifiers.

gual labelers. Each round was followed by discussion, resolving of disagreement and making minor
adjustments to the code book?.

The specific measures labeled for were selected based on what was prevalent in public discourse,
recent and upcoming regulations, and what we saw in the Twitter data. Additional topics were
added as collecting continued, as various topics shifted in prevalence or emerged over time.

Two opinion axes were used to label tweets. The first captures the opinion toward specific mea-
sures (too strict, acceptable, not strict enough); the second axis is a measure of the overall support
expressed towards the government’s handling of the pandemic overall (supportive, unsupportive).
For both of these axes, a non-applicable option was available to the labelers, for use if a tweet did not
express a clear opinion towards a specific measure or towards the government response, see Table 1.

To build an evaluation and test set, 200 tweets were labeled by three labelers; Krippendorff’s
alpha, a measure for inter-annotator agreement based on the fraction of equal and total labels, was
unsatisfactorily low, at 0.40. This was followed by a round of discussion of disagreement, which
led to clarification of definitions between coders and minor changes to the code book. A second
round of labeling followed, during which which 400 tweets were labeled by two of the labelers and
Krippendorff’s alpha increased to 0.62. A second round of discussion and resolving of disagreement
occurred. All subsequent labeling was done by one of these labelers.

Mapping support levels to sentiment. Our labeling axes differ from the classic sentiment
analysis setting, as we have two ‘negative’ sentiments (too strict and too loose), a positive sentiment
(measure ok) and additionally an ambivalent sentiment (no opinion expressed). During our test
rounds, we found that a binary classification into positive and negative sentiment does not fully
capture the stances that Twitter users took. There is quite a difference between stance that a
measure is too strict and too loose, with the former being much more popular in our data. For this
reason, we decided to not lump both together in a negative sentiment category.

Ambiguous tweets. The topic or context of a tweet is often ambiguous; it may be part of a
conversation that is not included as a thread, or in reference to some topic that is no longer clear
when reading it in a different time or place, or they may contain slang, hashtags or references that
the coder may not be familiar with. Our coding policy was to conduct a minimal level of research
when required: this includes clicking on any included links, and looking up unfamiliar terms.

3.2 Training

We developed multiple models to classify tweets, which correspond with the labeling rounds. Figure 1
shows how collected tweets on the topics are filtered and that we have four models: (i) a model to

4. Code book available at https://github.com/iPieter/bert-corona-tweets.

164


https://github.com/iPieter/bert-corona-tweets

ROC curves for classification of relevant (-} and irrelevant (+) tweets on COVID-19  RQC curves for classification of relevant (-) and irrelevant (+) tweets on COVID-19
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True Positive Rate
True Positive Rate

0.0 0.2 0.4 0.6 08 1.0 0.0 0.2 0.4 08 0.8 1.0
False Positive Rate False Positive Rate
—— 400 tweets mBERT {AUC = 0.85, model version = 2020-12-03)
—— 2k tweets mBERT (AUC = 0.88, model version = 2021-01-05) —— NL (AUC = 0.94, model version = 2020-01-05)
—— 400 + 2k tweats MBERT (AUC = 0.83, model varsion = 2021-01-05) —— EN (AUC = 0.90, model version = 2020-01-05)
Labeling threshold —— FR (AUC = 0.69, model version = 2020-01-05)

(a) ROC curves for different model versions, includ- (b) ROC curves conditioned on language (English,
ing the threshold set on the first (400 tweets) model Dutch and French) for the best-performing model:
used as Sieve 1. mBERT trained on 2k tweets.

Figure 2: ROC curves of different models trained (left) and the performance per language for the
best-performing model (right).

filter irrelevant tweets for Sieve I, (ii) another model to classify topics and two models to (iii) predict
support for a measure, curfew, and (iv) support for the government. As mentioned before, each
sieve helped reduce the number of tweets that needed to be classified each round.

Classifying relevant tweets. For the first sieve, we focus on relevant versus irrelevant tweets
as discussed in Subsection 3.1 Only 53% of the labeled tweets were relevant. To automatically
filter these tweets, we trained and evaluated multilingual BERT (mBERT) (Devlin et al. 2019) and
XLM-RoBERTa (Conneau et al. 2019) models.

Each training was run 8 times with random hyperparameters and the best-performing model—
using accuracy as a selection metric—was evaluated on a test set, following Dodge et al. (2019).

The mBERT model performed slightly better than XLM-RoBERTa, with an AUC score of 0.85
and 0.84 respectively. The mBERT model also had a higher true positive rate of 0.3 when selecting
a threshold with a false positive rate of 0.0. This is acceptable, since the goal of this model is to
filter out irrelevant, mostly automated, tweets in a first iteration. From a computational standpoint,
the base mBERT model also has the benefit that it is significantly cheaper and faster to train due
to a smaller model size.

We also developed this model in two iterations: (i) first by focusing on developing a model to
remove irrelevant tweets that are usually automated and follow a fixed template, e.g. emergency
service calls. We did this by training mBERT and XLM-RoBERTa on 400 labeled tweets. (ii) Using
this model as a filter a threshold set for almost no false positives (see the threshold in Figure 2a),
we labeled an additional 1695 tweets (this labeling round included all labels, not just relevance) and
retrained the irrelevance model on the new dataset.

Classifying topics. We trained mBERT on 600 labeled tweets to classify topics, we validated
8 models on a validation set with 64 tweets and finally tested the best-performing model, using
accuracy, on 100 tweets. The best-performing model had an overall accuracy of 0.73. Some classes
perform very well, like curfew (AUC = 0.90), Lockdown (AUC = 0.85) and vaccine (AUC = 0.90).
Yet, some classes are ill-represented in the dataset and perform significantly worse, more specifically
quarantine (AUC = 0.50) and testing (N = 1).

The topic model performs quite well overall and given our interest in the curfew topic specifically,
this model is quite suitable as a filter (Sieve II in Figure 1). Figure 3 illustrates the result of the
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(b) Fraction of collected tweets talking about schools in relation to the COVID-19 pandemic.

Figure 3: Two topics, vaccines and schools, that are discussed by Twitter users plotted over time.

topic classifier on our scraped dataset, where we visualized two topics (vaccines and schools) over
time. We also make the model available on the HuggingFace repository® for practitioners to use.

Classifying support for curfews. For the last classification model, we trained mBERT for
multiclass classification on 1518% tweets with support labels, of which 100 were used as held-out test
set and 75 as validation split. We tested 5 hyperparameter assignments. The overall accuracy is 0.71.
However, there is a significant class imbalance and despite oversampling, the performance varies from
no better than random (AUC = 0.5 for too-loose) to good (AUC = 0.74 for not-applicable,
AUC = 0.69 for ok and AUC = 0.73 for too-strict).

Given these results, we primarily focus on the too-strict label for the curfew topic in the rest
of this work. We also make this model available through the HuggingFace repository”.

Classifying support for the government. As mentioned in Subsection 3.1, we also introduced a
labeling axis on support for the government—which is different from support for a specific measure.
After labeling, our data analysis revealed two trends: (i) the majority of tweets (82%) does not
express any opinion on the government, which is very different from opinions on specific measures. (ii)
Only 1.8% of the tweets is supportive of the government, whereas 12% is not. With these imbalances,
most classification systems would struggle at best, which makes us question the usefulness of this
classifier. Therefore, we opted to drop this labeling axis.

5. Available at https://huggingface.co/DTAI-KULeuven/mbert-corona-tweets-belgium-topics.
6. This were originally 2000 tweets of which the clearly irrelevant ones were filtered with Sieve I before labeling.
7. Available at https://huggingface.co/DTAI-KULeuven/mbert-corona-tweets-belgium-curfew-support.
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4. Results

Here we focus on the topic of curfew for reporting of more detailed results. The timeline of the rate
of classified tweets with the topic of curfew, along with classified rate of support (or non-support)
for curfews, is shown in Figure 4. Also included, for reference, is the rate of confirmed COVID-19
cases in Belgium (Sciensano 2021).

On November 2, 2020, Belgium entered a country-wide lockdown which included a national
midnight curfew, while some regional curfews had been put in place in the days prior. We find
media announcements of these upcoming curfews as well as announcements regarding the extension
of these curfews (VRT NWS 2021, Johnston 2021) were accompanied by temporary increases in
curfew-related tweets. In October, as the rate of curfew tweets dropped, there was no change in the
opinions expressed about the curfew (with the majority remaining ‘no opinion’ until February). By
contrast, during the 2021 increases in curfew tweets, we see a large change in opinions (particularly
an increase in ‘too strict’).

Further research is required to determine whether the changes in negative opinion observed
correspond to changes in public opinion or some other effect such as increased attention to particular
announcements by individuals with consistent anti-curfew opinions. Interestingly, we also see that
peaks in one polarity of the opinion about the measure, whether too strict or too loose, are not
necessarily accompanied by a peak in the opposing opinion, as we might expect if increased discussion
of the topic is due to an increase in contentious disagreement.

We also observed that opinions on measure strictness are just one element of the discussions
around COVID measures, suggesting the use of Twitter for other forms of communication, such as
information sharing and humor as well as conveying complex points of views and personal stories
(e.g. about the impact of the curfew). The ability of BERT models to classify tweets based on our
highly specific scale of strictness suggests that such models may be effective for categorizing based
on other complex and nuanced labels when trained with carefully labeled data.

5. Discussion

We were able to characterize the discussion on Twitter about different Belgian COVID-19 measures
over approximately 7 months using multilingual BERT models. Interestingly, we found that the
fraction of tweets expressing opinion that the curfew measure was ‘too strict’ remained stable for
the first months that the curfew was in place. We saw an increase in the fraction of tweets expressing
this opinion in early 2021, corresponding with announcements that the curfew would be continued.
However, the fraction of ‘curfew too strict’ tweets then dropped, even though the curfew remained
in place. This provides evidence for the common perception that the opinions expressed on Twitter
are highly impacted by salient current event discussions.

Following the recommendations of (Olteanu et al. 2016), in this section, we will address some of
the lessons and limitations of our work. More specifically, we discuss (i) challenges we encountered
during labeling in Subsection 5.1, (ii) limitations of the models in this paper in Subsection 5.2 and
(iii) our thoughts on monolingual versus multilingual models for this setting in Subsection 5.3.

5.1 Challenges with labeling

As discussed in Subsection 3.2, we iteratively improved our code book during multiple feedback
sessions between labelers. This methodology highlighted some issues with manually labeling data,
such as missing or limited available context or subjectivity in labeling. In particular, tweets with
hyperlinks or images or that are part of a long thread, pose additional challenges to correctly interpret
within this context. Unraveling long threads is time consuming and following hyperlinks, which are
obfuscated by Twitter’s URL shortener, has some risks. We acknowledge that the point of view
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Figure 4: Timeline of the relative number of tweets on the curfew topic (middle) and the fraction
of those tweets that find the curfew too strict, too loose, or a suitable measure (bottom), with the
number of daily cases in Belgium to give context on the pandemic situation (top).

of our labelers—and ours—is not the universal one. The code book is available to indicate what
decisions we made as to how we have defined the labels.

5.2 Limitations

Again, we reiterate that the Twitter activity measured and analyzed here are unlikely to be repre-
sentative of the population of Belgium as a whole. Additionally, as we have demonstrated, the error
rates of these models are unequal across categories, including across topics between languages. The
issue of unequal performance among specific groups is likely to persist in any model that does not
have 100% accuracy. In the context of using tweets to impact public policy, these differences can
have real-world impact on which groups’ opinions are able to have impact. Finally, if the models
presented in this work were to be utilized to inform public policy, they would be highly vulnerable
to gaming in their current state, through methods such as bot attacks or coordinated influence
campaigns. This work does not claim to address those concerns.

5.3 On the trade-offs between monolingual and multilingual models

In this work, we created multilingual models focusing on Dutch, French and English using mBERT
and XLM-RoBERTa. Despite an overall acceptable performance, there are differences in performance
between languages. Noticeably, French tweets are significantly more misclassified, as highlighted in
Figure 2b. One way of addressing this discrepancy, would be to create and use multiple monolingual
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models for each language, such as RobBERT (Delobelle et al. 2020) for Dutch, CamemBERT (Martin
et al. 2020) for French and BERT (Devlin et al. 2019) or RoBERTa (Liu et al. 2019) for English.

However, this approach would also reduce the number of training examples available for each
model. Our labeled dataset has no extreme skew towards one language, but French (24%) is slightly
underrepresented in comparison to Dutch (41%) and English (35%). This could lead to a further
reduction of performance for the French model and all others, since only the monolingual training
data is used. For this reason, we opted for multilingual models where the same representations can
be used and we can benefit from easier, non-separated model development. Yet, further research in
this trade-off might be warranted.

6. Conclusion and future work

We were able to observe the discussion on Twitter of Belgian COVID measures in three languages,
over a 7-month time period. Using the models we developed, we observed some interesting patterns,
like an increasing sentiment that the Belgian curfew was too strict, which also quickly faded away
when cases rose again. However, we also found that the majority of the collected tweets did not
express specific levels of support and thus we identified the need to characterize the nature of these
non-opinionated tweets.

An important direction for future work is to understand the poorer performance of our model
on opinions other than ‘no opinion’ and ‘too strict’. While we do work with multiple languages,
further work can be done to determine differential performance between languages, dialects and
informal and slang texts. Given the small minority of German speakers in Belgium, introducing
German tweets would have had detrimental effects on our data quality and model performance.
However, future work should also aim to include German tweets when tracking support for corona-
related measures in Belgium. Related to this, language-specific classifiers can potentially increase
performance, although more general multilingual models have the benefit of using all English, Dutch
and French data. A comparative study of these trade-offs would be an interesting research direction.
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