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Abstract

We are interested in the automatic extraction of information on flooding events in the Philip-
pines from local news papers. Given that the majority of existing information extraction tools
have been developed for English, this study aims to investigate the feasibility of using open-source
machine translation (MT) tools to translate Tagalog news items to English. Extra care should
be taken when translating location names, as precise location information is indispensable for ef-
fective disaster management. We fine-tuned an open-source multi-lingual MT model for disaster
news in Tagalog. We investigated several methods to enhance the model performance on location
translation and evaluated the different versions to compare the translation quality of locations
using a custom location-focused evaluation metric. To this end, two new Tagalog-English datasets
specific to the domain were introduced for the purposes of fine-tuning and evaluation. We tested
out fine-tuning on domain specific data and two masking techniques using either general masks
or database-look-up of names. Contrary to our expectations, our findings show that the base
open-source multi-lingual MT model was already proficient in location translation. Our analysis
indicates that fine-tuning on domain-specific data improves overall machine translation quality.
Our manual analysis provides insight into specific errors of location translation and the unique
effects of the fine-tuning techniques.

1. Introduction

The Philippines is a country regularly affected by hurricanes. This leads to the flooding of larger
cities and local towns alike, which threatens people’s lives, impacts their health and livelihoods, and
causes damage to infrastructure (Alcantara 2019). As certain areas are more prone to be affected by
hurricanes than others, disaster managers want to know where these risk areas are located for effective
future aid in impacted areas. One potential source for collecting fast and up-to-date information
about flooding sites is the media. As the Philippines has two official languages, English and Tagalog,
part of the news media coverage is only available in Tagalog. Current automatic tools for flooding
event and location extraction have mainly been developed for English (Nasar et al. 2021). Retraining
these tools for another language is often costly. A more sustainable solution is to automatically
translate Tagalog news coverage of flooding events into English.

Machine translation (MT) research is a well-established field with a rich history (Hutchins 2023).
The translation of named entities such as locations is of utmost importance as it impacts the quality
of the translation greatly (Hassan et al. 2018). Consider the Filipino location ‘Brgy. Maliwanag’.
If this is erroneously translated to ‘Brgy. Clearly’, any sense of location will be lost, thus clearly
impacting our understanding of the meaning.

Tagalog is an Austronesian language that uses the Latin script. The syntactic sentence structure
typically follows a Verb-Subject—Object (VSO) word order, though with some flexibility. It has a
complex focus system that alters verb forms depending on whether the emphasis is on the actor,
object, or location (Brown and Ogilvie 2010). Key translation challenges include word order dif-
ferences, inflections, capitalization and lack of direct equivalents for cultural terms, making precise
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translation to English difficult (Langga and Alico 2020). Tagalog additionally has the disadvantage
of being a low-resource language. As such, the classic pretrain-fine-tune MT approach that works for
high-resource languages will not work as effectively for Tagalog as a result of the lack of data (Park
et al. 2020). Instead, multilingual MT models can be used to leverage knowledge from different
languages to translate to low-resource languages (Conneau and Lample 2019). By fine-tuning on
parallel English—Tagalog data, such models can acquire more knowledge from the process compared
to their bilingual counterparts.

Since our goal is to translate Tagalog news coverage of flood events into English — so that we can
eventually apply existing event extraction tools — our research question in this study is as follows:

“How does fine-tuning a multilingual M'T model influence the translation quality of loca-
tions for Tagalog?”

We hypothesize that fine-tuning on domain-specific flood-related data will increase the translation
quality of locations when translating flood-related news. In addition, we expect that data augmen-
tation will improve the translation quality of location names in flood-related news. Since many
location names are rarely used in news, the MT model should not translate them into the target lan-
guage but instead preserve them as written in the source language. We aim to train the MT model
to retain these names by augmenting the data with masking strategies. We test this hypothesis by
comparing MT models trained on varying amounts of data, as well as data augmented using various
techniques.

2. Related Work

The pretrain-fine-tuning approach has been widely used for improvement in various NLP techniques
(Devlin et al. 2019, Yang et al. 2019, Raffel et al. 2020). However, large datasets are necessary for this
approach to work effectively, which are not readily available for low-resource languages. To amend
this problem, multilingual MT models can be used. The goal of multilingual MT is to translate
between any language pair. As these models are trained on multiple languages, information between
similar languages can be shared, thus benefiting the translation of low-resource languages (Aharoni
et al. 2019). However, training on multiple languages means that model capacity must be divided
over all languages. For this to work well, the model capacity must in turn be larger compared to
bilingual models.

Previous work has shown that such multilingual MT models can be used effectively for translating
to low-resource languages by applying optimization techniques such as Sparsely Gated Mixture of
Experts (MoE) (Almahairi et al. 2016, Bengio et al. 2013), self-supervised learning (Bapna et al.
2022, Chi et al. 2021, Ma et al. 2021), or backtranslation (Edunov et al. 2018, Sennrich et al. 2016).
In this study we use a recent multilingual MT model that uses MoE as optimization technique and
has state-of-the-art performance: No Language Left Behind (NLLB) (Costa jussa et al. 2022).

Entity translation

Named entities such as persons, locations, and organizations carry important meaning in a text.
Automatic translation of these named entities poses a significant challenge for machine translation
systems (Xie et al. 2022). This is due to the fact that many names are infrequent occurrences
connected to particular topics or specific to a certain time or location. In our case, location names
related to flooding events serve as a good example of such low-frequent time- and space-specific
entities.

MT systems in general either treat named entities the same as any other word in the text to be
translated, or they apply an additional step in the translation process to first tag entities in the text
(Xie et al. 2022). In this additional first step, named entity recognition (NER) is used to extract
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the entities, which are then tagged by either replacing them with placeholders (Wang et al. 2017),
indicating the boundaries of the entities (Li et al. 2018), or labeling the entities with an entity
embedding (Ugawa et al. 2018). Note that this extra step of adding entity tags is applied in both
the training and testing phase. In the testing phase, the input text is first processed with NER tools
to extract and tag the entities before translation of the sentence, and afterwards a post-processing
step is needed to remove the added tags and get the final translation result (Xie et al. 2022). However,
since this is a two-step approach and the NER tool might not be completely accurate, this can lead
to cascading errors (Huang et al. 2003, Huang et al. 2004, Lambert et al. 2011).

In our study, on the other hand, we follow a data augmentation approach that will only add
tags to the training data, and thus keep the classic pretrain-fine-tune approach. We implemented
two such data augmentation approaches that have been developed for MT of named entities. We
followed the approach of Post et al. (2019) who used a masking method on the training data so that
their model can be trained to learn to demask them, thus aiming to teach the decoder to reliably
translate these entities.

As a second augmentation approach we implemented DEnoising Entity Pre-training (DEEP) (Hu

et al. 2022), which is quite similar to the masking method. Here, entities in the text are replaced
with their translations for pre-training. In contrast with general masking, these entities translations
are taken from a knowledge base (KB), Wikidata (Vrandeci¢ and Krotzsch 2014). This teaches the
model the manner in which these entities should be translated and how the translations fit into the
context.
The model is then pre-trained on this augmented data, before it is finally fine-tuned on non-
augmented parallel data. By making the model denoise the entity augmented data, no change
to the architecture is needed. Additionally, the model can exploit the sentence context to improve
translation quality. Since the model learns to denoise using the sentence context, even yet unseen
entities can be translated (Hu et al. 2022).

3. Methodology

We aim to investigate the effect of various fine-tuning methods for a multilingual machine translation
model on the automatic translation of Tagalog into English, with a particular focus on the translation
quality of location names. . In section 3.1, we will discuss the multilingual MT model that we used.
Then, subsequent section 3.2 will describe the evaluation of the experiments conducted, including
the dataset that was used, and the metrics employed. The translation quality of different types of
locations was evaluated using both automatic evaluation metrics and a manual evaluation and error
analysis. Finally, the section 3.3 concludes with a detailed account of the fine-tuning of the model.

3.1 MT Model

In this paper we use No Language Left Behind (NLLB) (Costa jussa et al. 2022), an open source
sequence-to-sequence multilingual Transformer, as our base MT model that we fine-tune ourselves.
NLLB includes 200+ languages, including many low-resource languages, and uses several techniques
to minimize interference between unrelated languages, and training on high-quality monolingual
data. In this way, the model balances the high- and low-resource languages to perform well for
both. We use the tools provided on Hugging Face to help us fine-tune the model'. All code that we
used in our experiments, as well as our datasets, can be found at https://github.com/slejeune/
tagalog-MT.

In this study, we compare the performance of the out-of-the-box NLLB model with several different
custom fine-tuned versions of NLLB. The versions we use are as follows.

e NLLB: The base NLLB model, without additional fine-tuning.

1. https://huggingface.co/facebook/nllb-200-distilled-600M
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e NLLB-full: The first fine-tuned version of NLLB is fine-tuned on the full custom fine-tuning
dataset we created (detailed in section 3.3). This model has the advantage of a large amount
of data, but no further augmentation techniques are used.

e NLLB-DEEP: This fine-tuned model uses the larger entity augmented fine-tuning dataset to
further pre-train the NLLB model. Then, it uses the smaller unprocessed parallel fine-tuning
subset to further fine-tune on the flooding domain data.

e NLLB-subset: We include a fine-tuned version of NLLB that is only fine-tuned on the smaller
unprocessed subset of the custom parallel fine-tuning dataset. Since the entity augmented and
masked versions first pre-train on the entity augmented or masked data and then further fine-
tune on the smaller subset, there is a possibility that potential change in performance can also
be attributed to the fine-tuning on the smaller subset alone. This version is thus included to
compare with the entity augmented and masked versions to fully investigate the effect of the
entity augmentation and masking.

e NLLB-masked: This fine-tuned model uses the same approach as NLLB-DEEP, except it
uses the generally masked data for the pre-training instead of the entity augmented data.

3.2 Evaluation

We collected a set of Tagalog news articles reporting on flooding events in the Philippines for the
evaluation of the translation quality of locations. As we wanted to know whether certain types of
location names are be easier or more difficult to translate, we also manually labeled each location
with its type (city, street, river, etc.). We also noted that not every location name mentioned in an
article is directly related to the flooding event. Therefore, we performed an extra analysis on the
dataset where we split the location mentions into relevant flooding locations and all other locations
not relevant to the flooding event.

3.2.1 EVALUATION DATASET

The evaluation dataset is comprised of 47 articles written in Tagalog from Filipino news websites
reporting on flooding disasters in the Philippines. We translated these articles, with a total of
14,539 words in Tagalog, to English to create a parallel dataset. The articles are first automatically
translated by Google Translate (the industry standard) to English, before being manually corrected
by a native speaker of Tagalog. When we compare the post-edited version against the original
translated version by Google we observe a BLEU score of 97.5, indicating high overlap between both
versions. This shows that manual post-editing was minimal.

The location categories were assigned manually according to the categories to which each named
location belonged. The following categories of location were distinguished:

e Streets: All streets, roads and highways that are directly referred to by name.

e Barangays: Barangays are the smallest administrative subdivision in cities or municipalities.
All barangays that are referred to by name, either written fully or abbreviated with ‘Brgy.’.
Town neighborhoods are also included in this category.

e Cities: All cities and towns that are referred to by name.

e Municipalities: All municipalities and areas bigger than cities but smaller than provinces
that are referred to by name.

e Provinces: All provinces or larger parts of the Philippines that are referred to by name.

e Rivers: All rivers that are referred to by name. If ‘river’ is next to the name, the word is not
counted as part of the name.

e Bridges: All bridges that are referred to by name.

e Buildings: Buildings of all types, plazas, and other very specific locations that are referred
to by name.

244



e Descriptive: Locations that are very specific but not directly referred to by name. Instead,
these locations are described.

e Relevance: A secondary category that can additionally be true together with one of the above
categories. This marks whether the location is relevant to the flooding event described in the
article or not. An example of a non-relevant location would be the publishing location of the
article.

Please note that we cannot make the evaluation dataset easily available as the data consists of
copyrighted material. We do provide the URLs and titles of the news articles, and we can provide
the translated sentences containing location names on request.

3.2.2 EVALUATION METRICS

We use the well-established MT evaluation metrics BLEU (Papineni et al. 2002) and COMET (Rei
et al. 2020) to evaluate the overall translation quality of the various models. However, neither BLEU
nor COMET give us insight into whether the locations are translated correctly. Therefore, we make
use of a location specific evaluation metric.

In our use-case of disaster relief, we prioritize the inclusion of all locations. We used a manually
tagged list of locations and verified whether the translated sentence has the correct location included
or not. Then, we calculate the F-score over these cases, which we will refer to as the ‘location F-
score’. There may be translations of locations that may not be equal to the exact location string
of the reference location name, but can still be considered as an alternative correct translation. For
this reason, we did an additional qualitative manual evaluation of the location names to gain insight
into the types of errors that are made.

3.3 Fine-tuning

We hypothesize that fine-tuning on domain-specific flood-related news articles will increase the
translation quality of locations when translating flood-related news. It is evident that the acquisition
of such a domain-specific dataset would be required. However, our endeavors to scrape articles from
the internet revealed the substantial time investment is required to extract hundreds of domain-
specific Tagalog news items. Instead of collecting Tagalog news articles, we chose to scrape the web
for English news articles about flooding events, as these were much more accessible. It should be
noted that these articles describe general flooding events not specific to the Philippines. We then
automatically translated these to Tagalog using Google Translate. Given our interest in evaluating
the quality of the translation from Tagalog to English, our selection of English articles for scraping
also ensures that the English component of the resulting parallel dataset is of a high (native) quality.

Preprocessing We chose to limit the length of articles to between 100 and 4000 characters. This
limit filters out short articles that do not contain any useful content and lengthy articles that are
likely to not contain any useful information about flooding events but are instead opinion pieces.
The remaining articles were manually reviewed to ensure the content is about a flooding event.

If articles have 50 successive characters that overlap with another article, the article that is
published later is marked as a duplicate and filtered out. Finally, if an article contains less than
three sentences or contains characters that imply that JavaScript, or other code artifacts are included
in the body of the article, it gets filtered out as well to improve the quality of our fine-tuning dataset.
The English text is then automatically translated into Tagalog using Google Translate to make this
set of articles into a parallel dataset. The resulting fine-tuning dataset is comprised of 816 articles,
with a total of 359,688 words in Tagalog.

Location augmenting We created several versions of the fine-tuning dataset by augmenting the
location entities in two ways in order to compare the effects of the data enhancement techniques on
location translation. Specifically, we applied a general masking method for augmentation and the
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DEEP approach which uses a KB (Wikidata) lookup to replace English location names with their
Tagalog counterparts.

First, we extract locations from the English data by using the NER tool from spaCy?. When
implementing the DEEP approach, we observed that the KB lookup for the entity augmentation
in Tagalog had a succession rate of 8.3%. This means that only 0.7% of the fine-tuning data was
replaced with Tagalog entity information. To remedy this, we decided to do additional general
masking on articles that were masked less than 1% after entity augmentation. The additional words
that are masked are randomly selected content words. After the additionally masking 3.4% of all
tokens are augmented. For the general masking approach, we masked the same tokens as those that
were selected in the DEEP approach. We show an example sentence from the fine-tuning set with
the DEEP and masking approach in example 1.

(1) Original In the summer of 2021, Germany was hit by deadly floods that killed more than

230 people.

Masked In the summer of 2021, <MASK> was hit by deadly floods that killed more than
230 people.

DEEP In the summer of 2021, Alemanya was hit by deadly floods that killed more than
230 people.

We also investigate the effect of the size of the fine-tuning set. We randomly sampled 10% of the
original parallel data to create a small (not augmented) fine-tuning set that was used in the fine-
tuned version NLLB-subset. The remaining 90% of the articles for the larger DEEP and masked
datasets is taken from either the entity augmented data or the generally masked data and is used
for the additional pre-training.

4. Results
4.1 Sentence quality

We first report the overall Tagalog translation quality on our evaluation set of 47 news articles using
BLEU and COMET in Table 1. All fine-tuned versions of the NLLB model show improvement over
the base NLLB model. Of all fine-tuned NLLB versions, NLLB-full scores highest.

NLLB NLLB-full NLLB-DEEP NLLB-subset NLLB-masked
BLEU 50.82  53.70 51.09 51.634 52.32
COMET 0.606 0.649 0.627 0.629 0.635

Table 1: An overview of all BLEU and COMET scores for the base NLLB model and all fine-tuned
versions of the NLLB model. The highest scores for the NLLB models are in bold.

4.2 Location evaluation

We present the results for the location F-scores calculated over all locations and individual location
types we tagged in the evaluation set. The results for all models on the different location types
are in shown in Table 2. We see that for most location types NLLB-full performs best. Only for
the ‘rivers’ category does NLLB-masked perform better, and for the ‘buildings’ category all models
perform similarly. This implies that the traditional method of fine-tuning on large sets of data is
the most effective, even for accurately translating entities such as locations. We observe that the
location descriptions were the most difficult location to translate as can be expected due to the
free form that these names can have. Another category location names that were more difficult

2. https://spacy.io/

246



than other names were the barangays. Many of the errors for this category are due to abbreviation
punctuation marks that are mistaken for end-of-sentence punctuation as we will illustrate in section
4.4.

NLLB NLLB-full NLLB-DEEP NLLB-subset NLLB-masked

?Itlr:egtf) 93.42%  96.15%  94.81% 96.15% 96.15%

Barangzays 85.16%  88.64%  81.45% 85.60% 86.49%

(n=149)

Cities o o o o
96.27%  97.42%  94.30% 94.70% 95.49%

(n=140)

Municipalities . 0500 98.15%  95.73% 96.96% 96.71%

(n=220)

Provinces 98.77%  99.46%  97.93% 98.90% 99.04%

(n=374)

&f;ls) 96.43%  96.43% 96.43% 96.43% 98.24%

?;fies 100%  100% 85.71% 100% 100%

Ei:ﬂgé’)lgs 94.55%  94.55%  94.55% 94.55% 94.55%

I()nci%r)lpmc 75.00%  33.34% 75.00% 75.00% 75.00%

All 95.58%  96.78%  94.35% 95.68% 95.95%

(n=1028)

Table 2: An overview of all location F-scores for the base NLLB model and all fine-tuned versions
of the NLLB model. The scores are separated by location type, and the number of samples
per location type is included. The highest scores for the NLLB models are in bold.

4.3 Relevance

The location F-scores split by relevance are shown in Table 3. A ‘relevant’ location in this context
means any location that is directly referring to a flooding location. Since these F-scores are calculated
over the same translation as the scores in Table 2, the best performing model version is the same
as when the locations are split by location type. More interestingly, there seems to be very little
difference in the location F-scores between locations that are relevant to flooding events and locations
that are not relevant, and neither category consistently scores better or worse.

NLLB  NLLB-full NLLB-DEEP NLLB-subset NLLB-masked

Relevant

95.56% 96.82%  94.65% 95.48% 95.93%
(n=737)
gfjég‘all)eva”t 95.64% 96.72%  93.59% 96.18% 96.18%

Table 3: An overview of the location F-scores for the base NLLB model and all fine-tuned versions
of the NLLB model. The scores are separated by whether a location is classified as relevant
or not for a flooding event, and the number of samples is included. The highest scores for
the NLLB models are in bold.

4.4 Qualitative evaluation

The scores given in Table 1, Table 2 and Table 3 do not reflect the full evaluation results as they give
no insight into the types of translation errors. To acquire a more complete view on the translations
of locations, we conducted a manual analysis of all location translation errors. These errors were
subsequently categorized to identify common patterns of mistakes. The errors were classified into four
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main types: anglicization, rare names, compounds, and abbreviations. Next, we provide examples
to illustrate each of these categories.

4.4.1 ANGLICIZATION

The translation of location names tends to be incorrectly anglicized, especially when a direction is
present in the place name, such as ‘south’. One such example is shown in Table 4, this example shows
multiple ways in which a location can be incorrectly anglicized. NLLB-DEEP consistently anglicizes
location names more often than the other version. In one extreme example, it translated ‘Barangay
San Pedro’ into ‘St Peter’s Village’, while all other versions of the model kept ‘San Pedro’ in the
translation. It should be noted that this behavior shows up in all versions, although NLLB-DEEP
tends to exaggerate this effect.

Tagalog Sa Camarines Sur naman, sari-saring pinsala ang tumambad sa mga residente
matapos ang nasa walong oras na pagbayo ni Rolly.

Gold standard | In Camarines Sur, residents suffered various injuries after Rolly’s

eight-hour storm.

NLLB In the southern Camarines, residents were hit by a series of injuries
after Rolly’s eight-hour ride.
NLLB-full In the Camarines Sur, however, self-inflicted injuries hit residents

after Rolly’s eight-hour ride.

NLLB-DEEP | In the South Camarines, however, residents were hit by a series of injuries
after Rolly’s eight-hour ride.

NLLB-subset In the southern Camarines, residents were hit by a series of injuries

after Rolly’s eight-hour ride.

NLLB-masked | In the southern Camarines, residents were hit with a series of injuries
after Rolly’s eight-hour ride.

Table 4: An overview of an example sentence and the translation given by all different versions of
the NLLB model. This example shows over-anglicization of the gold standard location
name.

4.4.2 RARE AND SPECIFIC NAMES

As can be seen in Table 2, larger locations such as big cities or provinces occur more frequently in
the news and might be learned from the training or fine-tuning data. Contrary to this, small-scale
or very local locations such as streets are rarely mentioned in the news, and are therefore harder to
learn to translate correctly. An example of this is shown in Table 5.

4.4.3 COMPOUND NAMED ENTITIES

Location names that include a larger location as part of their name, such as ‘Espana Avenue’ shown
in Table 5, tend to get translated as if they are separate names. In this particular example, ‘Espana’
is not seen as part of the street name, but is instead incorrectly translated to ‘Spanish’ or ‘Spain’.
This example also shows that the correct translation of the Tagalog term ‘burmaha’, indicating
‘flooding’, is not translated correctly by NLLB.
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Tagalog Samantala, bumaha rin sa Espana Avenue sa Maynila.
Gold standard | Meanwhile, Espana Avenue in Manila was also flooded.
NLLB Meanwhile, the Spanish Avenue in Manila also opened.
NLLB-full Meanwhile, it also slumped on Espana Avenue in Manila.
NLLB-DEEP | Meanwhile, Spain Avenue in Manila also fell.
NLLB-subset Meanwhile, it also rises on Espana Avenue in Manila.
NLLB-masked | Meanwhile, it also takes up Espana Avenue in Manila.

Table 5: An overview of an example sentence and the translation given by all different versions of
the NLLB model. This example illustrates the translation of a specific location name, as
well as a compound named entity.

4.4.4 ABBREVIATION

Errors of punctuation and abbreviation are frequently observed. Table 6 shows how the abbreviation
of ‘Barangay’ and its punctuation mark lead to many different types of mistakes by the various
models. Very often, the location name after the abbreviation is left out, or in more extreme cases
(here shown for the NLLB models) the remainder of the sentence after the abbreviation is completely
ignored in the translation. In this particular instance, the original Google Translate (GT) version
is also reported. This version contains an error due to the punctuation mark, which results in a
complete alteration of the sentence’s meaning. Consequently, it is no longer possible to extract the
correct location from the sentence.

Tagalog Sa Mansalay, Oriental Mindoro, kapwa nalunod naman sina Henry
Pastor, 20, at Eddie Gado, 40, ng Sitio Maalin, Brgy. Maliwanag,
aniya.

Gold standard | In Mansalay, Oriental Mindoro, both Henry Pastor, 20, and Eddie
Gado, 40, of Sitio Maalin, Brgy. Maliwanag, he said.

NLLB In Mansalay, Oriental Mindoro, both Henry Pastor, 20, and Eddie
Gado, 40, of Sitio Maalin, Brgy, drowned.
NLLB-full In Mansalay, Oriental Mindoro, both drowned Henry Pastor, 20,

and Eddie Gado, 40, of Sitio Maalin, Brgy.

NLLB-DEEP | In Mansalay, Oriental Mindoro, both Henry Pastor, 20, and Eddie
Gado, 40, of Sitio Maalin, Brgy drowned.

NLLB-subset In Mansalay, Oriental Mindoro, both Henry Pastor, 20, and Eddie
Gado, 40, of Sitio Maalin, Brgy drowned.

NLLB-masked | In Mansalay, Oriental Mindoro, both Henry Pastor, 20, and Eddie
Gado, 40, of Sitio Maalin, Brgy drowned.

GT In Mansalay, Oriental Mindoro, both Henry Pastor, 20, and Eddie
Gado, 40, of Sitio Maalin, Brgy. Clearly, he said.

Table 6: An overview of an example sentence and the translation given by all different versions of
the NLLB model and Google Translate. This example shows data loss when unexpected
punctuation is present.

5. Discussion

In this study, we investigated several methods to enhance the model performance on location trans-
lation. We hypothesized that fine-tuning on domain-specific flood-related data would increase the
translation quality of locations when translating flood-related news. We also expected that data
augmentation would improve the translation quality of location names in flood-related news. Our
results demonstrated that the baseline multilingual MT model already performs well in translating
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location names, even without fine-tuning. However, fine-tuning with domain- and language-specific
data did lead to further improvements, not only in overall translation quality but also in the accuracy
of location name translation.

However, it is important to note that these results should not be interpreted without careful
consideration. While some locations were translated correctly, the overall translation quality of a
sentence can simultaneously be low. This results in a scenario where we cannot discern whether the
correctly translated location is relevant for the flooding event or not. Location translation quality
should therefore not come at the cost of general translation quality.

Contrary to our previous work (Hu et al. 2022), we did not observe much effect in our experiment
with the augmentation with DEEP. The entity augmentation approach using DEEP showed much
promise in that the results it generated were very different from the traditionally fine-tuned models.
However, only a small percentage (8%) of the Tagalog locations were present in the knowledge
base. If the proportion of entities covered by the knowledge base were higher the influence of
entity augmentation techniques would likely increase, thus hopefully leading to further improvements
in location translation quality. Future research could explore this hypothesis by applying similar
methods to another low-resource language that has a larger knowledge base, to study whether the
size of the knowledge base influences the results.

A noteworthy phenomenon in our case study is the Filipino location names that are native in
English as the country is bilingual. Such location names are easily translated since nothing needs
to be changed. The inclusion of such names may cause the F-score to be higher than expected.

The choice to use automatic Tagalog translations of English news articles for the fine-tuning of
models caused many locations to become over-anglicized. An interesting avenue for further research
would be investigating what the results of fine-tuning are when the fine-tuning data consists of
original Tagalog texts about Filipino floodings.

5.1 Limitations

Our study had several limitations. We only investigated the translation quality of one state-of-
the-art open-source multi-lingual MT system, NLLB, but in future work it would be interesting to
also take into account other commercial multi-lingual MT systems such as DEEPL, ModernMT or
ChatGPT (Gao et al. 2024).

This study focuses specifically on Tagalog-to-English translation of location names within the
domain of disaster-related news. As such, the findings may not generalize to other language pairs,
subject areas or types of named entities. Additionally, the fine-tuning dataset was collected dur-
ing a narrow time-frame, from December 2023 to January 2024. This may have led to the over-
representation of certain themes, such as flooding events that occurred around New Year, and may
not fully capture the variability of news reporting on flooding events.

Finally, the study did not evaluate the end-to-end performance of an actual information extrac-
tion pipeline using the translated texts. While the base multilingual MT model performed well, our
approach still relies on automatic translation. This may introduce errors in translation that could
propagate into downstream information extraction tasks. Thus, the practical impact on an actual
information extraction pipeline for disaster response systems remains to be validated.

6. Conclusion

We investigated the extent to which an open-source multilingual MT model can be used to translate
Tagalog news about flooding disasters into English, with the focus on accurately translating location
names, as these are crucial for effective disaster management in the Philippines. We experimented
with several methods for fine-tuning the MT model for this specific domain and language pair.

We created two new parallel Tagalog-English datasets about flooding events in the Philippines. We
collected a small carefully curated dataset of Tagalog news articles about floods in the Philippines
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that was translated to English and manually annotated with location types. We also collected a
larger parallel sample of English flood-related news articles that were automatically translated to
Tagalog for fine-tuning. We experimented with two methods for data augmentations, masking the
entities with either their translation from a KB or with a general mask. We then fine-tuned our
model on either the full fine-tuning data, the entity augmented data, the masked data or a subset of
the fine-tuning data. This resulted in four different versions that we compared in both a quantitative
and qualitative manner.

Our results indicate that the base MT model performs well in translating location names. How-
ever, fine-tuning on domain- and language-specific data does help to improve both the overall BLEU
and COMET scores, and the translation of location names in particular. To obtain a more com-
prehensive understanding of the errors in location translation, we performed a manual analysis of
these errors. We identified four common types of mistakes in location translation: anglicization,
rare names, compounds, and abbreviations.

Overall, our study demonstrates that automatic translation of Tagalog news into English is
a viable approach resulting in only minimal errors in the translation of location names. With
this method in place, existing information extraction tools developed for English can be effectively
applied to retrieve key information related to flooding events in the Philippines.
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