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Abstract
Named Entity Recognition (NER) is crucial in literary-historical research for tasks such as se-
mantic indexing and entity linking. However, historical texts pose challenges for implementing
said tasks due to language variations, OCR errors, and poor performance of off-the-shelf an-
notation tools. Generative Large Language Models (LLMs) present both novel opportunities
and challenges in humanities research. These models, while powerful, raise valid concerns re-
garding biases, hallucinations, and opacity - making their evaluation for the Digital Humanities
(DH) community all the more urgent. In response, we propose our work on the evaluation of
3 quantized open-weights LLMs (mistral-7b-instruct-v0.1, nous-hermes-llama2-13b, Meta-Llama-
3-8B-instruct) through GPT4ALL for NER on literary-historical travelogues from the 18th to
20th centuries in English, French, Dutch, and German. All models were assessed both quantita-
tively and qualitatively across 5 incrementally more complex prompts - revealing common error
types such as bias, parsing issues, the addition of redundant information, entity adaptations and
hallucinations. We analyse prevalent examples per language, century, prompt and model. Our
contributions include a publicly accessible annotated dataset, pioneering insights into LLMs’ per-
formance in literary-historical contexts, and the publication of reusable workflows for utilizing and
evaluating LLMs in humanities research.

1. Introduction

Analyzing named entities in text corpora is a common task in a historians’ and literary scholars’
research workflow to provide insights into relevant people, places and objects in their respective
Zeitgeist. As a result, named entity recognition (NER) has become a convenient aid in expediting
this process for larger literary-historical corpora - with applications ranging from semantic document
indexing to network analysis and entity linking among others (Ehrmann et al. 2021).

However, treating works of literary-historical origin as data from which to extract information
comes with a range of methodological and technical challenges related to the historical nature of
languages, multilinguality, and the quality of both digitization processes and off-the-shelf annotation
tools (McGillivray et al. 2020, Moretti 2013). In the realm of information extraction (IE) for the
literary-historical domain, contemporary NER systems developed in and beyond Digital Humanities
(DH) typically fall into three categories: rule-based, feature-based (machine learning), or neural-
based (deep learning) (Ehrmann et al. 2021). Technical mastery and a profound understanding of
NLP modeling and evaluation practices are essential prerequisites for developing and deploying these
systems effectively and correctly (Polak and Morgan 2024). At the time of writing however, there
is a burgeoning interest in generative Large Language Models (LLMs) as information extraction
systems. Propelled into the spotlight by accessible and user-friendly chat interfaces like ChatGPT,
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these models enable users to engage with training data using natural language, revolutionizing
communication paradigms and propagating a wide adoption of AI-tools across text-based tasks.
Recent efforts have explored and assessed generative LLMs’ performance for information extraction
tasks across various linguistic spaces and domains with variable results; but its application on
literary-historical text material is still in its early stages of exploration (Xie et al. 2023, Li and
Zhang 2023, Xu et al. 2023, Sarmah et al. 2023, Li et al. 2023, Han et al. 2023).

2. Challenges of LLMs for DH

In the field of the Humanities, chat-based LLMs such as ChatGPT have shaken the very founda-
tions of this creativity-permeated discipline; raising ethical questions regarding its use in historical
research, education and text production (Rane 2023, Spennemann 2023). These models, trained
on vast troves of online data, effectively (seek to) mimic human reasoning, serving as a generalized
simulacrum of cognitive processes. However, this interaction with our own shadows unwillingly un-
veils darker facets, as these models inadvertently perpetuate societal biases, stereotypes, and other
ethically dubious content present in their training data. The latter are often not fully disclosed by
models’ creators, which raises the normative question of whether language models should reflect or
correct existing inequalities across tasks (Stammbach et al. 2022, Kirk et al. 2021). Furthermore,
hallucinations (the propensity of generative models to produce output which is factually incorrect or
nonsensical) may result in the generation of unsolicited information and, ultimately, the accelerated
dissemination of historical untruths (Minaee et al. 2024, Rane 2023).

Not only the training data of the models, but also the way it is prompted is known to exert a
large influence on the generated output. The inclusion of labeled examples (i.e., few-shot prompting),
contextual information, knowledge bases (retrieval augmented generation) within prompts as well
as the order of the information significantly impacts both structure and content of generated replies
(Minaee et al. 2024, Petroni et al. 2019, Liu et al. 2023, Kojima et al. 2023, Polak and Morgan 2024).
Compounding this challenge is the prevalence of paid services such as OpenAI offering user-friendly
cloud-based models which produce non-replicable stochastic output, while more adaptable open-
weights alternatives often require more technical skills to implement. However, the widespread
integration of closed-source models in research settings raises ethical concerns regarding privacy and
the potential monopolization of applications by corporations such as OpenAI, Meta and Google (van
Dis et al. 2023, Workshop et al. 2023).

While LLMs’ pitfalls regarding hallucinations, bias, prompt formats and unreplicability are clear,
the inherent nature of literary-historical text further complicates IE and its evaluation in general,
as literary texts are known to be extraordinarily complex to annotate due to their subjective nature
and unique stylistic properties (Kleymann and Stange 2021, Ivanova et al. 2022, Ehrmann et al.
2021). Figurative language such as metaphors, personification and metonymy; stylistic and language-
specific peculiarities across authors’ works, the historical variety space in which they reside and the
highly specialized research needs of literary scholars and historians hamper a standardization of
annotation practices across the entire literary domain. Rather correctly, this raises the question
whether annotation scheme normalization should even be a goal to strive for in a context which is
highly dependent on specialized research questions and the spurious availability of digitized historical
data (Bamman et al. 2019, Plank 2022). Indeed, as put by Rebora (2023), we have to acknowledge
the “continuous dynamics between the construction of a model and the confrontation with a reality
that always escapes it — the same dynamics that, in the end, sustains any theorization about
literature.”.
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3. Opportunities of LLMs for DH

Despite these challenges, generative LLMs also present new opportunities for the field of digital
humanities (DH). Zero-shot prompting and in-context learning (ICL) offer a promising avenue for
researchers to develop IE systems without the need for extensive annotated data, a pressing issue
in creating pipelines for lesser-resourced domains and languages (Ehrmann et al. 2021, McGillivray
et al. 2020). While it must be said that zero-shot models are typically still outperformed by Su-
pervised Fine-Tuning (SFT) systems, their true capacity lies in the way they can be prompted and
adapted through natural language, marking a significant paradigm shift and significantly lowering
the threshold for (digital) humanists lacking prior NLP training to start digging in datasets which
supersede specialists’ manual processing capacities (Xu et al. 2023, Karjus 2024, Han et al. 2023).

As a consequence, LLMs hold promise as a foundational element in answering the calls for
adaptable grey-box researcher-in-the-loop methodologies for IE in DH - and can potentially be
more easily aligned with the highly individual text analysis needs of literary scholars than data-
hungry discriminative machine learning models (D’Aniello et al. 2022, Jacobs 2019, McGillivray
et al. 2020). Breaking the chains of machine avoidance and embracing an exploratory approach
to evaluating and applying generative LLMs in DH is thus crucial: not only for the humanities
community to assess the effects this technology will have on their research practices in the future -
but also to foster their active involvement in the red-hot debate surrounding generative LLMs from
the outset (Rebora 2023). Complementing rather than replacing the workflow of literary scholars
and historians, the integration of this powerful annotation tool may and will never be to sideline or
overpower researchers in the humanities, but rather serves to strengthen their increasingly pivotal
roles as societal (and, by future extension, technological) critics while saving expenses on their most
precious commodity: that of time (Chun and Elkins 2023, Karjus 2024).

4. Research objectives

In response to the growing demand for IE frameworks and evaluation methods tailored to specialized
domains - our study presents a comparative evaluation of three open-weights generative models
for the NER task applied to 18th to 20th-century travel literature in Dutch, German, French and
English (Rebora 2023, Xu et al. 2023). We pay particular attention to evaluating different prompting
strategies across the languages and centuries in our corpus, and perform a qualitative scrutiny of
the LLMs’ output to discern commonly occurring errors. The goal of our research is thus not model
optimization for the task at hand, but rather an exploration of their raw capabilities and output in
order to assess their applicability range across languages. Eventually, we aim to formulate an answer
to the following research questions:

1. How effectively do open-weights LLMs (Mistral-7B-Instruct-v0.1, Nous-Hermes-Llama2-13B,
and Meta-Llama-3-8B-Instruct) perform in extracting mentions of fauna and flora from literary-
historical travelogues in Dutch, German, French and English across prompting strategies, and
which errors occur in their output?

2. Which insights can we infer for developing future error mitigation strategies and grey-box
workflows in Digital Humanities?

5. Methodology

This section outlines the methodology used in the study, detailing 1) the collection and anno-
tation of our travelogues dataset, 2) the prompting strategy we developed and tested across
three open-weights LLMs (Mistral-7B-Instruct-v0.1, Nous-Hermes-Llama2-13B, and Meta-Llama-3-
8B-Instruct), 3) the quantitative and qualitative evaluation strategies we applied and 4) the
dissemination strategy we used to publish our data, annotations and code in Jupyter Notebooks.
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Llama 3 8B is known for its robust multilingual instruction-following capabilities, while Mistral out-
performed earlier Llama generation models on multiple benchmarks. Hermes-llama2 was included
for its uncensored training, which may be an advantage in processing highly biased input such as
historical travelogues.

5.1 Data

As a first step, a dataset of travelogues from a range of online repositories was collected, resulting
in a corpus of 3320 texts across the languages English, French, Dutch and German - ranging from
the 18th to the 20th centuries as shown in Table 1:

1. Travel-related texts from the Biodiversity Heritage Library1 were scraped via API using travel-
related terms and primarily feature non-fictional travel reports by biologists and naturalists.

2. The subcollection sourced from DBNL (Digitale Bibliotheek voor Nederlandse Letteren) 2 con-
sists mainly of Dutch stories and reports on colonial explorations by Dutch-speaking settlers.

3. Italian travel reports comprise narratives about Italy written by English authors in the 1930s
(Sprugnoli 2017).

4. The Arctic Travellers dataset was manually collected from the Internet Archive3.

5. Non-fictional travel reports were gathered from Project Gutenberg4.

6. A set of German travelogues from the Travelogues project, available for download on their
GitHub repository, were automatically compiled by domain experts (Rörden et al. 2020)5.

The travelogues feature diverse genres such as nature writing, travel memoirs, journals, and
poetry.

Language 18thC 19thC 20thC Total
English 41 782 668 1,491
French 5 145 50 200
Dutch 25 92 242 359
German 972 218 80 1,270
Total 1,043 1,163 897 3,320

Table 1: Overview of languages and centuries contained in the travelogues corpus.

Three students were trained to annotate this dataset with entities pertaining to the environment
of the traveler, including PERSON, LOCATION, ORGANISATION, FAUNA, FLORA, BIOME,
HUMAN LANDFORM, NATURAL LANDFORM, NATURAL PHENOMENON, WEATHER and
MYTH. Finally, 58 texts of approximately 5,000 tokens per text were annotated across all the
languages present in the corpus (English, French, Dutch and German) according to an annotation
guide and using the platform INCEPTION (Klie et al. 2018). These texts were previously used to
create and evaluate aspect-based sentiment analysis strategies and resulted in Fleiss’ Kappa scores of
0.88 and 0.64 for aspect and sentiment categories respectively, and is further detailed in Dejaeghere
et al. (2024). The OCR-errors were not corrected in this gold standard data in order to gauge their
effect on the output.

1. https://www.biodiversitylibrary.org/
2. https://www.dbnl.org/
3. https://www.archive.org/
4. https://www.gutenberg.org/
5. https://www.travelogues-project.info/

258



Figure 1: Schema of the prompts

To conduct our experiments, 100 annotated text chunks were randomly drawn from each language
sample, and stratified by the centuries present in our corpus. On average, our sentence input length
is 32 tokens. All extracted samples contain flora and fauna entities: German (63 flora, 110 fauna),
French (43 flora, 112 fauna), English (88 flora, 123 fauna) and Dutch (113 flora, 77 fauna).

5.2 Prompting and evaluation

Our prompting strategy consists of testing five different prompt structures using three open-weights
LLMs, as shown in Figure 1. Full prompts can be found in Figure 8.1 in Annex I. In order to explore
the capabilities of open-weights LLMs, it was decided to access our models through GPT4ALL
(Anand et al. 2023), an open-source software which aims to democratize LLM access by offering
compressed versions of models in the 3-13B parameter range for use on commodity hardware as
well as a no-code user interface, which can be of use for low-resource DH projects. Due to the
quantization process, these models always underperform compared to their unquantized counterparts
across tasks, but are faster and less memory intensive (Huang et al. 2024). In our case, all models
were compressed to 4bit-versions using q4 0 as a quantization methodology. GPT4ALL also provides
a GUI for all their models to create local chat interfaces and even retrieval augmented generation
(RAG)-implementation to enable building specialized chatbots. Given that a GUI is of course
not a good fit for data analysis tasks, the GPT4ALL’s Python bindings were used to prompt the
models. This tool was deliberately chosen to highlight budding and polished initiatives to prompt
models - not requiring as much knowledge on NLP-modelling as the widely used HuggingFace hub
but straightforward to implement and thus more accessible for DH scholars with less technical
backgrounds.

To minimize hallucinations and randomness in the output, the temperature hyperparameter
which controls the randomness of the generated output by adjusting the probability distribution of
the next token to be predicted was set to 0 across all prompts.We do this under the assumption that
IE tasks require staying as close to the input texts as possible. Max tokens is set to 200, in order to
effectively cover most of the required output while ensuring conciseness and relevance. The models
were prompted through the Ghent University research server, using a Tesla V100-SXM2-16GB GPU.

Our prompting strategy consists of testing five different prompt structures which become in-
creasingly more complex, as shown in Figure 1:
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1. The first prompt consists of a simple task description, telling the model to extract fauna and
flora from an input sentence.

2. In a second prompt, a persona was added by prompting the model to act like a NER system
trained to extract fauna and flora from literary-historical travelogues.

3. A third prompt adds an annotation guide, where more detailed information is given about the
entities under consideration (e.g.: FAUNA: common and scientific names of animals, taxa and
animal species.).

4. For the fourth prompt, metadata pertaining to the sentence text such as the title of the book
and the name of the author are added. The titles in our dataset often feature rather lengthy
descriptions of travels and their destinations (e.g.: Beschryvinge van de Noordtsche landen, die
gelegen zijn onder den kouden Noordt-Pool, als Denemarcken, Sweeden, Noorweghen, Finlandt,
Laplandt, Godtlandt, Poolen, Pruyssen, Ys-Landt) and could contain relevant information to
nudge the model in the right direction.

5. The fifth and final prompt tests an in-context learning approach through the addition of
annotated examples. Per language, two annotated examples were randomly sampled from the
collection and used across all language-specific experiments. Of course, it must be added that
we assume this strategy to have an advantage over the other models.

In a final step, the models’ output was fed to a set of two prompts to transform the results in a
JSON-format using Mistral-7B. For clarity’s sake, these models are not fine-tuned but prompted in
a zero-shot fashion. A first prompt caters to the extraction of the JSON-element from the output of
the original model, and a second prompt transforms it to a valid JSON-object. After extraction of
the entities, the output of the models is evaluated along both a quantitative and a qualitative axis:

Quantitative evaluation is carried out by transforming the output into IOB-labels and calcu-
lating F1 (ent) and F1 (strict) metrics according to the fine-grained evaluation parardigm introduced
by Batista (2018). F1 (ent) considers a prediction to be correct when a label is accurately predicted
and the entity text partially overlaps, while F1 (strict) only considers a prediction to be correct
when both entity and label fully overlap with the gold standard annotations. This evaluation is
carried out both on the level of the full development set per language and model, and on the level of
the entity (fauna and flora). The first prompt is denoted as our baseline - and subsequent prompt
strategies are compared against it.

Qualitative evaluation was conducted by empirically observing all extracted samples across our
output datasets in order to discern commonly occurring error types. For each error type found in our
output, examples are provided and interpreted. Additionally, the average number of parsing errors
and an average adaptation rate on the token-level are calculated per model-language combination,
capturing average number of times a token was adapted or fully hallucinated.

5.3 Dissemination of results

The code used to load the models and run the prompts is converted to a Jupyter Notebook, which
contains more explanations on the separate steps we took to produce our results. This is done to
effectively communicate the workflow we applied so it can easily be replicated or adapted by DH
scholars. Our dataset, together with the environmental annotations for aspect/entity and sentiment
analysis and associated metadata is also hosted on the GitHub page of the Ghent Center for Digital
Humanities6.

6. https://github.com/GhentCDH/CLSinfra
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6. Results and discussion

6.1 Quantitative analysis

The results of our quantitative evaluations across models and languages are shown in Table 2. Having
a look at the scores for fauna and flora, it immediately becomes apparent that the models were better
equipped to extract fauna entities as compared to flora entities, which could be due to fauna simply
being more discussed and thus represented in the models’ training corpus.

Notably, the models overall struggled most with Dutch flora prediction - the lowest result for
Mistral P. I obtaining an F1 ent score of merely 0.04. In general, Dutch (F1 ent = 0.65) and French
(F1 ent = 0.70) were more challenging for the models when compared to German (F1 ent = 0.74)
and English (F1 ent = 0.76), although results are still rather impressive. In most cases, making
the baseline prompt more complex by adding a persona, annotation guide, context information or
annotated example data helped improve the scores - with the exception of French (Llama), where P.
I rendered the best F1 (ent) score for both the fauna category (F1 ent = 0.76) as well as in general
(F1 ent = 0.70). The baseline prompt was also not surpassed in the case of German (Hermes) flora
extraction (F1 ent flora = 0.42) and English (Hermes) F1 strict (F1 strict = 0.49).

Interestingly, prompt V shows the best overall performance across languages and models except
for English, where the positive impact of this strategy was only noted for the extraction of flora
entities. This could be because the models are indeed pre-trained on primarily English data, and
adding additional examples is not as beneficial as it is for the languages which are less represented
in the training data. Generally, there seems to be no silver bullet prompt structure - indicating
that prompt engineering, too, grants us no free lunch, and that the prompting strategy needs to be
adapted to both data and tasks through rigorous experimentation.

Compared to the other models, Llama predominantly produced the best scores. This was to
be expected, since at the time of writing, this 8b model is part of the powerful open-weights Meta
foundation language models and outperforms Hermes (based on Llama 2 13b) and Mistral 7b on
most benchmarks (Grattafiori et al. 2024).

F1 (strict) scores are generally lower than F1 (ent) scores, indicating that boundary matching
does remain a challenge for this task. Interestingly, we can also see that the F1 ent and F1 strict
scores for Dutch and German are more on par, as opposed to the relative scores for French and
English - which may be due to the more scientific nature of the source texts, as scientific names were
easier to demarcate for both the annotators and the models.

6.2 Qualitative analysis

Based on a rigorous empirical analysis of the results and predisposed expectations, we discerned 6
common error types and discuss examples and findings for each:

1. Parsing error: cases where the model fails to produce a valid JSON-element, which leads to
results which cannot be parsed correctly.

2. Bias: an output is considered biased when social and/or ethnic groups were erroneously
extracted as fauna or flora entities.

3. Adaptations: output is considered adapted when the original token has been changed: letters
were swapped or omitted, tokens are translated, anglicized, modernized, pluralized, singular-
ized, or OCR errors are corrected.

4. Hallucinations: hallucinations occur when the LLM produces a new token which is not
present in the input sentence.

5. Not wrong: an entity is extracted from the data which was not annotated in the gold standard
annotations, but which can be considered correct.
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Lang.
&
Model

P.
F1
ent
all

F1
strict
all

fauna
F1

flora
F1

Lang.
&
Model

F1
ent
all

F1
strict
all

fauna
F1

flora
F1

Dutch
Mistral

I
II
III
IV
V

0.30
0.35
0.45
0.39
0.54

0.25
0.31
0.37
0.33
0.50

0.62
0.64
0.66
0.65
0.72

0.04
0.12
0.29
0.13
0.40

English
Mistral

0.59
0.58
0.66
0.64
0.63

0.47
0.45
0.50
0.49
0.50

0.75
0.74
0.77
0.74
0.68

0.31
0.28
0.45
0.46
0.57

Dutch
Hermes

I
II
III
IV
V

0.40
0.40
0.41
0.39
0.57

0.30
0.31
0.32
0.30
0.52

0.54
0.64
0.58
0.62
0.73

0.15
0.14
0.24
0.20
0.43

English
Hermes

0.61
0.63
0.50
0.43
0.60

0.49
0.49
0.40
0.18
0.47

0.71
0.74
0.60
0.50
0.67

0.43
0.46
0.33
0.19
0.48

Dutch
Llama

I
II
III
IV
V

0.52
0.58
0.56
0.65
0.31

0.50
0.52
0.52
0.65
0.27

0.66
0.68
0.64
0.77
0.40

0.42
0.50
0.48
0.57
0.23

English
Llama

0.74
0.76
0.72
0.68
0.72

0.55
0.58
0.55
0.52
0.57

0.80
0.81
0.81
0.78
0.78

0.64
0.68
0.56
0.50
0.50

French
Mistral

I
II
III
IV
V

0.41
0.53
0.53
0.64
0.48

0.27
0.33
0.40
0.45
0.34

0.53
0.65
0.60
0.73
0.60

0.10
0.20
0.40
0.45
0.18

German
Mistral

0.51
0.50
0.56
0.54
0.57

0.48
0.48
0.52
0.48
0.51

0.68
0.67
0.70
0.68
0.71

0.17
0.13
0.31
0.23
0.27

French
Hermes

I
II
III
IV
V

0.41
0.42
0.40
0.43
0.53

0.24
0.23
0.16
0.18
0.42

0.47
0.50
0.45
0.50
0.62

0.30
0.21
0.14
0.20
0.33

German
Hermes

0.60
0.55
0.49
0.51
0.64

0.47
0.43
0.37
0.37
0.53

0.68
0.68
0.60
0.62
0.77

0.42
0.27
0.29
0.28
0.33

French
Llama

I
II
III
IV
V

0.70
0.60
0.68
0.66
0.70

0.44
0.45
0.46
0.50
0.48

0.76
0.50
0.73
0.71
0.75

0.51
0.20
0.54
0.54
0.51

German
Llama

0.71
0.68
0.71
0.72
0.74

0.64
0.64
0.63
0.65
0.68

0.79
0.76
0.76
0.79
0.81

0.55
0.55
0.63
0.59
0.62

Table 2: Overview of F1 (ent) and F1 (strict) scores across language test sets and prompts (P.).
Best scores per language and model are indicated in blue. Best scores overall are indicated
in red.
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6. Unrequested output: cases where the LLM adds extra unrequested output, even when
explicitly being instructed not to.

6.2.1 Parsing errors

Parsing errors occurred when the LLM produced a result which could not be parsed by our pipeline.
As shown in Figure 2, processing our French texts produced most of the parsing errors on average,
followed by Dutch. The least parsing errors on average were seen for the Llama model group across
all languages. It was noted that models struggled with processing characters such as an accent
aigu and accent grave as a JSON-object. Both in the extraction, conversion and validation steps,
special characters which frequently occur in French caused the final JSON validation step to fail and
inhibited a smooth parsing of the results. The fact that both Dutch and French produced the most
parsing errors could be because of the fact that these languages are not as present in the training
data as opposed to English and German. In some cases, the models produced the result as another
object type (e.g.: a list where each letter was separated [d, i, e, r, e, n]).

During our first experiments with Llama, it was noted that parsing errors occurred because this
model had a tendency to hallucinate new prompts and outputs for itself. As shown in the example
in Table 3, while the first output of the model was usually a correct extraction of the entities present
in the input sentence, the model then goes on to produce a new sentence similar in style and content
to the input sentence and extracts entities from it. To avoid this error from occurring for Llama,
our prompt for this model was slightly adapted so it would only focus on the first output, which was
usually accurately based on the input sentence.

Figure 2: Average parsing errors per model and language combination.

Input sentence Charadrius candiaeus.

Model output

{’entities’: {’fauna’: [’Charadrius candiaeus’], ’flora’: []}}
Question: Extract the relevant named entities from the given sentence.
Sentence: <<<Quercus robur >>>
Answer: {’entities’: {’flora’: [’Quercus robur’], ’fauna’: []}}

Table 3: Example of parsing error occurring through a hallucination.
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6.2.2 Bias

Interestingly and significantly, bias was noted across all languages and models in the output despite
the small scale of our experiment. While this could have been anticipated for the Hermes model,
which is uncensored in nature - this error type also happened when prompting Llama and Mistral.
Most prominently, bias manifested itself in references to social groups which were wrongly classified
as fauna entities, as shown in the examples below. Perhaps the limited size of our models as compared
to their unquantized originals may have a detrimental effect on these results.

Wanneer het cephalium door de eene of andere oorzaak vernietigd wordt , hetzij door dieren of ook
wel door den mensch — de negers gebruiken de wol daarvan als tonder — sterft de plant niet

noodzakelijk [...]

Mistral, prompt 4, Nederlandsch West-Indische Expeditie, 1886

Het, in het oor eens Kaffers allezins aangenaam luidend, gebulk van eene koe kan hem dermate
verrukken, dat hij haren aankoop ver boven de waarde betaalt, en niet rust, voor dat hij die bezit

Hermes, prompt 5, De Kaffers aan de Zuidkust van Afrika, 1810

Elles sont attachées autour de la tige quatre ou cinq ensemble, & comme elles tiennent à une
espèce de nœud ou d’excroissance qui s’est faite sur la tige par l’union de plusieurs boutons, elle

représente une main, que les nègres ont appelée une patte de bananiers.

Llama, prompt 5, Nouveau Voyage aux isles Françoises de l’Amérique, 1722

Soon after with intention to reduce the vast consumption of provisions, he with much difficulty
prevailed on part of the Indians to begin some new plantation, that they might supply themselves

with grain

Hermes, prompt 1, Old Trails on the Niagara Frontier, 1899

Als er seinen Zug antrat, hatte er mehr als 700 Pferde und eine große Anzahl Indianer beiderley
Geschlechts als Soldaten in seinem Gefolge [...].

Hermes, prompt 2, Reise Nach Guiana und Cayenne, 1799

In example two, the name Kaffers was used in the source text set in South-African colonial history
to refer to the Xhosa people, an ethnic group native to the country. Examples 1 and 3 feature the
words neger and nègres, to refer to the indigenous populations in Curaçao and the Antillean islands
respectively. Similarly, the words Indians and Indianer refer to the native American people in the
areas of Niagara and Guyana. At present, these words are highly polemic and deemed derogatory
- given the context of colonization and violence in which they are rooted, of which historical travel
literature is a dire testament. Other examples which were classified as fauna include American,
Portugieser (Portuguese), Seyyid ( an honorific title in the Islamic faith) and African origin. In
total, 48/9047 (0.05%) of the summed total of the extracted entities across models and languages
were biased in this manner: 16 stem from the Dutch collection, 19 from the English, 10 from the
French and 3 from the German.

On a critical note, of course, one may wonder whether these results are truly an effect of racial
and ethnic bias, or a correct inference from the model that people in a biological sense are indeed
a type of animal - and thus correspond to the fauna category. While it is more likely that this
output is the result of the training data (largely stemming from the internet and thus anything but
unbiased), we ran a small-scale bias audit where the sentences in which this phenomenon occurred
were collected, and denominations for social groups were swapped with neutral terms (NL: mens,
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EN: human, FR: humain, GER: Mensch). Interestingly, we noted that these neutral words were
not extracted in this scenario. This indicates that indeed, the token rather than the context exerts
a large influence on its categorization. While subtle, it is clear that bias can unexpectedly present
itself even in IE tasks - clearly underlining the risks of thoughtlessly casting a highly Westernized
abstraction of language on historical texts which are permeated with xenophobic perspectives.

6.2.3 Hallucinations and adaptations

It was not uncommon for the models to produce hallucinations and/or adapt the entity strings from
the input sentence. These adaptations mostly manifested as translations to English or general
anglicization, modernization, OCR error correction, pluralization and singularization or
omissions and additions. In Figure 3, we depict the adaptation rate, which is simply the average
number of tokens per model and language pair which were extracted by the LLMs, but not present
in the input sentence. Across all languages, we noted that Hermes had a high tendency to produce
this error type, most prominently in the Dutch dev set. For Dutch, we note that this error mostly
occurred for the 18th century texts. In the German language group, all models produced most
adaptations and hallucinations in the 19th century texts. The low AR for the French texts in the
19th century can be explained by the low number of French sentences and thus bias counts in this
collection (n = 3). English was generally not very prone to adaptations and hallucinations - which
makes sense as we noted that part of the output errors were due to anglicization and translation to
English. Some notable examples are given in Table 4. The Dutch word watermeloenen (watermelons)
in our second table entry was transformed by the model to watermeloonen, which may be due to the
training data’s anglophone influence. Similarly, in another case, the word bloemen was tranformed
to bloomen. Older spellings were also prone to adaptation to modern spelling, as shown by the
example where koeijen (cows) was transformed to the modern Dutch word koeien.

Interestingly, hallucinations always adopted the overarching theme of the IE task at hand, namely
fauna and flora. Additionally, the style of the text was often recreated by the models, describing
animals or ethnographic observations in unknown hallucinatory landscapes and even reproducing
historical spelling. Hallucination I, for example, references straw and hay, which could, with some
semantic leaps, allude and consequently lead to the concept of horse. Hallucination III shows a
similar pattern, where the scientific name Platy dactylus (a type of lizard) resulted in the output
vogelbekdierentjes (an archaic spelling of platypuses)- possibly a inference from the English word
platypus. For German, it was notable that Vögel was often hallucinated by Hermes even in cases
where the input sentences did not refer to birds. Similarly, Mistral had a tendency to predict the
combination lion and tree for the French input texts, occurring no less than 10 times for prompt
I. It was also noted that the models struggled less with the extraction of scientific names as fauna
or flora as opposed to the extraction of common names. OCR errors (most prevalent in the Dutch
and German input texts) were sometimes automatically corrected, in the examples fchaap (sheep),
a result of the long s in older Dutch type fonts, is transformed to schaap - resulting in a wrong
prediction, but correct in terms of content. In a similar case, the word kaflanjes (which should be
written kastanjes) was extracted as its English counterpart hazelnuts. Symbols (e.g.: the accent
aigu é in equidé) were sometimes replaced (in this case by w).

6.2.4 Not wrong

Deserving of its own error type, sometimes the models produced an output which does not overlap
with the gold standard annotations, but which can be interpreted as a new perspective on the
data and annotation guide. In addition, the models sometimes had a tendency to extract products
or parts of fauna and flora which were not annotated in the gold standard data, examples being
Schnabel (beak) in the context of a bird description, Vogelnester (birds’ nest), viands in the context
of a description of a preparation process of frog meat and cyder in a description of an American
apple orchard. In some cases, a part of the word was extracted - a phenomenon which some-
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Adaptation Input Output entities
Translation Chien et loup dog, wolf

Anglicization
[...] mais , verscheiden soorten
van wilde bonen, kawoerden,
fquafhes, watermeloenen , en meloenen.

watermeloonen

Modernization Ook melkt hij de koeijen,
en verrigt in één woord alles [...]

koeien

OCR correction
[...] dog voorheen had men ’er ene
voor ic Ecus kunnen, kopen.
Een fchaap kortte nu 5 of 6.

schaap

Addition
Het vee is het voornaamste
en bijkans éénige voorwerp
van des Kaffers zorg [...]

veee

Singularization
Il arrive, cependant, que les rats
mangent la moitié de sa récolte
et les lapins l’autre moitié.

rat, lapin

Replacement
C’est donc d’après ces auteurs
que nous citons cet Equidé
parmi les espèces représentant
la faune [...]

Equidw

Hallucination I

The hill formed the full wall
on the upper side and part
of the wall on the other sides,
the rest being filled in with
straw, hay or sod.

horse

Hallucination II
Der Sommer entschwindet,
eh er noch die Früchte des Herbstes
gereift sind.

Vögel

Hallucination III Platy dactylus. Vogelbekdierentjes

Table 4: Examples of hallucinations and adaptations across models
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Figure 3: Token-level Adaptation Rate (AR) across model and language groups.
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times occurred in compositional words. For example, Schwein (swine) was extracted from the word
Schweinsborsten (swine hair). Whether this behaviour is desirable clearly depends on the research
objectives, and whether one adopts a theory-first approach (often requiring detailed definitions of
annotation categories) or a more generalizable approach (which generalizes well across linguistic
domains). Annotation guidelines should be made more fine-grained in the prompts to align models’
output with expected results.

In some cases, the output of the model unearthed an entity from the dataset which was missed
by our annotators. We mainly noted this with deprecated scientific denominations which may have
been challenging for the annotators to verify online (e.g.: platydactylus) and entities hiding in a
chaotic OCR output originally stemming from a table, figure caption or list of bullet points. This
underlines some of the inherent complexities of annotating literary-historical texts for both man and
machine.

6.2.5 Unrequested output

Llama in particular often produced output that was not requested by our prompts, as opposed to
Hermes and Mistral. Even when explicitly prompted not to add additional explanations or informa-
tion, this phenomenon persisted. We noted output which featured the production of pseudocode
to complete the task at hand. Examples are cases where the model produced a regular expression
to extract fauna or flora-related words from the input. Llama also had a tendency to add lengthy
explanations about the classification decisions it made (e.g.: The named entity recognized is the
scientific name of a fossilized mammal, which is ”Teiocoeras”.). In certain cases, given explanations
were incorrect without impacting the accuracy of the entity itself (e.g.: [ ’entities’: ’fauna’: [’Zw-
ergmöve’], ’flora’: [] , Explanation: The sentence contains the named entity ”Zwergmöve” (little
seagull) which is a type of bird, specifically a species of owl (Aegolius hudsonia).). Here, too, it
was noted that the unrequested output sometimes featured a fully translated version of the input
sentence in English. Moreover, the model sometimes explicitly generated output which mentioned
experiencing difficulties with the input language (e.g.: Note that the sentence is in Early New High
German, which may affect your ability to recognize named entities. However, you should still attempt
to extract relevant information from the text or Note that the sentence is in German and you should
not worry about it, just focus on extracting named entities).

Llama sometimes added courteous requests and salutations to its output, expressing pathos
and acting like a familiar (e.g.: Here is your answer: [answer]. I hope it is correct! Best wishes,
your AI friend). Interestingly, Llama had a tendency to fabricate new task prompts for itself after
completing the entity extraction which contain this friendly tone. As it is known that a cordial
prompting approach has a positive effect on the LLMs willingness to produce a correct output, and
that the input language impacts the level of expected friendliness (Yin et al. 2024), the generation of
this behaviour may point towards more appropriate ways of prompting these models across languages
in the future.

6.3 LLMs as chainsaws

Even based on our small-scale experiment, the impressive capabilities of LLMs quickly become
abundantly clear for literary-historical datasets. Even without adapting the models’ weights through
supervised fine-tuning, we were able to obtain rather impressive F1 scores across languages and
prompting strategies. As mentioned prior, the fact that silver labeled annotations can be produced
by prompting the models using natural language and with barely any code or annotated training
examples facilitates access for researchers with little background in NLP, which tends to be a practical
bottleneck in digital humanities. Given proper post-correction strategies, instruct models can play a
big role in the annotation pipeline of historical datasets across multiple languages and significantly
speed up annotation work (Zhang et al. 2022).
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However, a notion reflected by the models’ tendency to also produce output which was not in the
annotations - but can be considered correct depending on the research goals, these models harness
the power to cast a new perspective on the data much like a human annotator would. And while
we must be aware of the fact that they are black boxes, we mustn’t forget that human annotators,
their incentives and perspectives, are often just as obscure (Karjus 2024). For some tasks, especially
in literary-historical texts, the margin left for interpretation impedes seamless classification, and
rather than an error to overcome - this will probably need to be accepted as a reflection of a
complex idiosyncratic reality which does not easily submit to rigid classification.

Indeed, instruction-tuned LLMs for IE are in many ways analogous to chainsaws, powerful in-
struments capable of cutting through large trunks of data. Similar to a chainsaw, users do not
necessarily have to be experts in understanding its numerous internal sub-components and building
blocks to wield it properly - but one must be vigilant in taking the necessary safety precautions in
order not to risk losing vital parts.

7. Conclusions and future work

After testing all quantized 4-bit versions of the models through GPT4ALL, we noted that Meta-
Llama-3-8B-Instruct performed best across all languages for the classification task compared to
Mistral-7B-Instruct-v0.1 and Nous-Hermes-Llama2-13B. As to be expected based on the overrepre-
sentation of English in the training data, Llama performed best for English (F1 ent = 0.76) and
German (F1 strict = 0.74) respectively. This difference may in part be due to the occurrence of
more scientific denominations for entities in the German data, which were easier for both man and
machine to demarcate and thus translate in better boundary matching scores. In general, all models
were better equipped to classify fauna as opposed to fauna, which could hint at fauna being more
broadly discussed in the training sets. A qualitative analysis unearthed the main error types which
we noted across all models and languages: parsing errors, bias, adaptations, hallucinations,
instances which were not featured in the training corpus but also not incorrect and unrequested
output. On average, most parsing errors were seen in the French subset across all models, indicating
the absence of this language in the training data - coupled with the difficulties the models have in
producing a valid JSON despite being presented with an expected scheme. Languages which are pre-
sumably less represented in the data (specifically French and Dutch) produced more hallucinations
on average than the English and German samples. Additionally, hallucinations can be repetitive
(Vögel in German and lion in French). The dominant influence of the English training data was
noted across the other languages’ output - as adaptations of the original input to an anglophone
spelling and translations were commonplace. The models showed a tendency to correct OCR-errors
automatically, which was more prevalent in the German and Dutch samples. Interestingly, halluci-
nations were often in the same theme (fauna and flora) and copied the input text style (spelling and
manner of address).

Unexpectedly, the societal bias ingrained in the models’ training data even seeped into this
seemingly straightforward classification task, by classifying names for ethnic groups as fauna. The
latter underlines that while indeed, LLMs are undoubtedly a powerful instrument which may help
us to automate and speed up arduous annotation tasks in DH, their capacities can be compared to
those of chainsaws: while its wielder does not necessarily need to be aware of a language model’s sub-
components to apply it, we must remain aware of the necessary safety precautions to take. Echoing
the findings by previous research, humanists likely have an important role to play in fostering fair
and well-balanced datasets - as much as instruction-tuned LLMs do in facilitating the access to
grey-box annotation workflows for literary-historical texts.

On a practical note, GPT4ALL was a straightforward and intuitive tool to use for this purpose,
allowing us to run models locally and construct prompts through its Python bindings and making it
easily accessible for people in DH without deep knowledge of NLP strategies. Of course, the models
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under scrutiny here were quantized versions of the original models, thus having a detrimental impact
on their accuracy - and the software only provides access to a limited number of models.

7.1 Limitations

As a limitation, we need to add that the data used for our experiments is not representative for
nor the literary, nor the linguistic domain. Formulating inferences about the effect of language or
century on the results would be beyond the scope of this dataset. Additionally, it must be noted that
for these experiments, we fed the models with sentences which often lack in context. As contextual
information is important for this model type, future work could consider using larger chunks of input
texts. Lastly, the few-shot training data examples in prompt V were selected manually, undoubtedly
having an impact on the final outcomes. In future work, it could be a good idea to select these
dynamically based on an input text using a RAG-approach.

7.2 Future work

In this paper, we focused on open-weights methodologies to develop our strategies. However, fu-
ture research could explore the use of corporate models, such as ChatGPT, or strong open-weight
competitors like Mistral Large, to establish a performance ceiling. Additionally, rather than relying
solely on a prompting strategy, future work could investigate fine-tuning a model using our dataset
for the target languages and comparing the results.

Our prompt-based approach to generating valid JSON resulted in significant data loss. Future
efforts might focus on enhancing the in-context learning (ICL) approach or fine-tuning a model
specifically designed for JSON generation. Furthermore, since OCR errors in the input were often
corrected automatically, standardizing the input data or converting it to a modern version of the
language prior to extraction and evaluation could improve overall accuracy.

7.3 Contributions

In summary, our contributions include:

• open access to an annotated dataset of travel literature annotated with named entities per-
taining to the environment.

• our code which is made available in the form of a step-wise Jupyter Notebook and easy to
reproduce.

• an error analysis of existing open-weights LLMs prompted locally through GPT4ALL to un-
earth common error types for IE tasks in multilingual literary-historical contexts.

• fostering necessary insights in the application range of open-weights LLMs for IE applications
in literary-historical datasets in the quickly evolving field of NLP, actively involving the DH
community in the discussion and highlighting their important roles as post-correction vigilante.
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quena, Suraj Patil, Tim Dettmers, Ahmed Baruwa, Amanpreet Singh, Anastasia Cheveleva,
Anne-Laure Ligozat, Arjun Subramonian, Aurélie Névéol, Charles Lovering, Dan Garrette,
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