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Abstract

This study evaluates the linguistic knowledge of Dutch Large Language Models (LLMs) by intro-
ducing a novel challenge set based on the Algemene Nederlandse Spraakkunst (ANS). The ANS is
a comprehensive resource of Dutch prescriptive grammar created by linguists. We collect accept-
ability judgements of Dutch native speakers on our dataset, validating its usability while observing
varying degrees of grammatical acceptability on specific syntactic phenomena. We evaluate both
transformer-encoder and transformer-decoder Dutch LLMs on this dataset, and we compare their
performance against the standard rules of Dutch in our dataset and the speaker ratings. We find
that transformer-encoder models exhibit almost perfect accuracy on our dataset, yet sensitivities
for specific sentences differ between models and humans, partially due to mismatches between the
reference grammar and actual use of Dutch.

1. Introduction

The rapidly developing field of machine learning has seen a staggering increase in the use of Large
Language Models (LLMs) such as ChatGPT (OpenAI et al. 2024) across a range of disciplines,
from applied science to humanities (Bacon 2020). LLMs are utilised for various purposes, including
summarising literature, brainstorming new ideas, and writing papers (Bin-Nashwan et al. 2023).
These models generate text responses by recognizing linguistic patterns and predicting words from
context, based purely on statistical computations (Schwartz et al. 2024). Recent work has been
concerned with the evaluation of LLMs on their linguistic knowledge in an effort to determine not
only how well they perform on different Natural Language Processing (NLP) tasks, but also whether
their performance can be attributed to its internalization of linguistically relevant structures.

Warstadt et al. (2020) introduced a challenge set for evaluating language models on their linguis-
tic knowledge of grammatical phenomena in English. This challenge set, known as the Benchmark
of Linguistic Minimal Pairs (BLiMP), consists of minimal pairs automatically generated from gram-
mar templates designed by linguists. In this context, minimal pairs are pairs of sentences which are
almost identical, but there is a small difference that is sufficient to create a contrast in grammat-
ical acceptability (see Figure 1). Each data set consists of minimal pairs that represent a unique
paradigm that isolates contrasts in English morphology, syntax, and semantics. These paradigms
are further grouped into one of 12 phenomena; for instance, Argument Structure is the phenomenon
including paradigms such as transitive and causative sentences. However, BLiMP focuses exclusively
on English, leaving a significant gap in the evaluation of LLMs for other languages. In an effort to
bridge this gap, research addressing the grammatical abilities of LLMs in other languages is flour-
ishing. This is also the case for the Dutch language (de Vries et al. 2019, Vanroy 2024), although
only BLiMP-NL (Suijkerbuijk et al. 2024) uses minimal pairs.
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Original Dutch minimal pair English translation
Grammatical → 1. Het huis is behoorlijk groot. 1. The house is fairly large.
Ungrammatical → 2. Behoorlijk is het huis groot 2. Fairly is the house large.

(a) (b)

Figure 1: An example of minimal pairs where (a) is an example of a Dutch minimal pair used in the
challenge set developed in this study and (b) is its English translation. The sentences in
the pair differ minimally in word order, but this change is sufficient to create a contrast
in grammatical acceptability in Dutch.

The present study aims to contribute to these efforts by developing a set of minimal pairs that
complements BLiMP-NL, but differs in a number of ways. Firstly, BLiMP-NL’s minimal pairs are
based on the Syntax of Dutch series of books (Broekhuis 2012, Corver et al. 2015). This is a rather
comprehensive and detailed resource aimed at linguists; however, it is written from the perspective
of generative syntactic theory. Therefore, many of the minimal pairs involve details relevant to that
theory and the categories present in BLiMP-NL are sometimes theory-specific, such as 15. Parasitic
Gaps and 11. wh-movement. Conversely, our minimal pairs are based on the Algemene Nederlandse
Spraakkunst (ANS, Colleman et al. (2021)), a reference work aimed at the general public. While no
linguistic work can be claimed to be theory-neutral, the ANS avoids such theory-specific terminology
and categorizations, claiming to “reflect the consensus in the field as much as possible” (Colleman
et al. 2021, Section 2.4). This may make our findings of broader relevance to e.g. functionalist
linguists.

Secondly, BLiMP-NL makes extensive use of ChatGPT-generated test items (10% human, 90%
AI). While we also use such examples to supplement our dataset, we use as many examples from
the ANS per category as there are available, resulting in 61% of items being human. Another
difference is that Suijkerbuijk et al. (2024) have three exclusion criteria for minimal pairs, ensuring
that differences are really minimal.1 Our study does not use these criteria, therefore we also include
structural pairs that differ in terms of larger structural elements, such as types of subordinate clauses.

We evaluate a total of 12 Dutch LLMs on their ability to assign a higher probability to the
grammatically acceptable sentence in the minimal pair, as determined in our Challenge Set. In
this way, we can determine where the LLMs’ sensitivities lie in regard to grammatical distinctions
related to each syntactic phenomenon. We compare the performance of the models to grammaticality
judgements elicited from Dutch native speakers and weigh to what extent they reflect the same
variance in grammatical acceptance of specific sentences.

Thanks to marrying a) a challenge set constructed from a Dutch reference grammar, b) gram-
matical acceptability judgements of Dutch native speakers and c) LLM simulations, our approach
provides insights into the extent to which LLMs have learnt standard grammatical rules of Dutch
and to what extent those correlate to human grammatical acceptability judgements.

2. Background

2.1 Large Language Models

In recent years, we have been witness to the rapid development of large language models (LLMs) and
have seen major improvement in the performance of these models across a range of Natural Language
Processing (NLP) tasks. These developments are partly due to their transformer-based architecture

1. BLiMP-NL uses the following criteria (direct quotation): “(1) the critical region must be the same for the sentences
of the minimal pair; (2) at least 1 word directly preceding the critical region must be identical in the sentences
of the minimal pair, and (3) the number of words before the critical region can differ by a maximum of 1 word
between the sentences of the minimal pair”.
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(Vaswani et al. 2017). Transformer models are highly flexible neural networks which incorporate an
attention mechanism which weighs the importance of different words in a sentence. They have the
ability to capture complex dependencies and generate high-quality text (Nyandwi 2023). There is a
distinction to be made between transformer-decoder and transformer-encoder LLMs.

Transformer-decoder models are typically trained using causal language modelling (CLM) and
are therefore also referred to as causal language models. The objective of CLM is predicting the next
word in a sequence based on the preceding words, processing text in a unidirectional manner. A
notable example is the GPT model family (Kalyan 2024). Transformer-encoder models, on the other
hand, are commonly trained using masked language modelling (MLM), and are therefore also referred
to as masked language models. The MLM objective allows the model to learn from bidirectional
context by masking certain tokens in the input sentence and training the model to predict these
masked tokens based on the surrounding context. The BERT family of models popularized the
use of bidirectional transformer-encoders with the MLM objective (Devlin et al. 2019). Although
CLM seems to be replacing MLM given its potential for language generation, MLM is still a strong
contender for tasks that require context awareness, particularly classification (Micheletti et al. 2024,
Min et al. 2023).

There are often two stages in the development of LLMs. The first phase is pre-training: this
involves training the model (using either CLM or MLM objective) on a large corpus of text data to
learn general language representations. The next phase is fine-tuning: this phase trains the model
for specific tasks, such as sentiment analysis or entity recognition, normally by leveraging a labelled
dataset that is directly relevant to the task. The combination of pre-training and fine-tuning is
a powerful approach in NLP, with pre-training providing a strong foundation by learning general
language representations and fine-tuning refining the model to specific tasks.

2.2 The Dutch Language in Large Language Models

Currently, large language models are mostly trained on English-language data partially due to
the international status that English has and due to the fact that many other languages have
fewer training datasets available. These models are often multilingual models: they can understand
and provide responses in a variety of languages. However, in most cases the performance of these
models decreases when used in a language other than English (Zhu et al. 2023, Papadimitriou
et al. 2023, Vlantis and Bloem 2025). This is due to the availability of more training data, more
types of annotated data and more interest in conducting research and building systems for English.
There remains a significant gap in the development of specialised language models for languages that
are not as widely represented as English, such as Dutch. While Dutch has been called a mid-resource
language (Kruit 2023) or even a high-resource language, and shares many typological similarities
with English, it certainly lags behind English in terms of available models and resources. For
example, a Dutch word similarity benchmark was only released recently (Brans and Bloem 2024),
and this benchmark showed that Dutch contextual embedding models lag behind their English-
language counterparts in terms of accurately representing semantic similarity. In recent years, there
have been initiatives to pre-train and/or fine tune LLMs for Dutch NLP tasks (Vanroy 2023, de Vries
et al. 2023). The models for these newly developed Dutch LLMs are based on the aforementioned
Transformer architectures.

BERTje (de Vries et al. 2019) is an instance of a BERT model (Vaswani et al. 2017) pre-trained
on large corpora of solely Dutch texts, making it adept at various Dutch NLP benchmarks including
named entity recognition, part-of-speech tagging, and sentiment analysis. The RobBERT model
(Delobelle et al. 2020) has also been adapted to Dutch: RobBERT was pre-trained on a much
larger web-based corpus than BERTje (39GB of Dutch text against the 12Gb used in BERTje).
The large version of RobBERT is trained on the same data for Dutch, but its larger number of
parameters endows the model with a more expressive capacity that should be reflected in capturing
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longer-distant dependencies. XLM-RoBERTa, a larger multilingual, is trained on the CommonCrawl
dataset (Liu et al. 2019), which includes Dutch among its languages.

Among the transformer-decoder models, multilingual OpenAI’s GPT-2 (Radford et al. 2019) and
Meta’s Llama-2 (Touvron et al. 2023) have been used for the development of monolingual Dutch
models. The models include GPT-2 large (Havinga 2024) and Llama 2 13B (Vanroy 2023). Both
GPT-2 large and Llama 2 13B were pre-trained on a cleaned version of the Dutch part (277GB)
of a multilingual dataset (Raffel et al. 2020). The transformer-decoder architecture used in the
English Mistral 7B (Jiang et al. 2023) has been used as architecture for the Dutch GEITje models
(Rijgersberg 2023, Vanroy 2024). The GEITje models adapt Mistral 7B to Dutch through exten-
sive pre-training on Dutch corpora, such as Dutch Gigacorpus2 and MADLAD-400 (Kudugunta
et al. 2023, Vanroy 2023), supplemented by task-specific datasets to refine performance in specific
applications.

2.3 LLM Evaluation: Benchmarks of Minimal Pairs

There are a multitude of motivations for studying the scope of LLMs’ linguistic knowledge, one of
which is the evaluation of these models on how well they capture linguistic phenomena (Bacon 2020).
Determining which sensitivities LLMs have to different phenomena increases the confidence in the
abilities and output of these models. This information can in turn be useful for the optimisation of the
models. Furthermore, evaluations help compare models for their suitability for varying functionalities
and use cases (Bacon 2020, Belinkov and Glass 2019).

In earlier years, evaluation of the linguistic capabilities of language models was focused on the
quality of their semantic representations, using word similarity or sentence similarity benchmarks
containing human-rated pairs of items, the scores of which should correlate to model scores for the
same items. These correlations are considered to reflect model quality and to predict a model’s
performance on downstream tasks to some extent. This type of intrinsic evaluation contrasts with
the extrinsic approach to evaluating models, where performance on a downstream task is evaluated.
Intrinsic evaluation of language models is often done with reference to human-rated benchmarks
or with post-hoc evaluations of model outputs by human raters. A range of methods has been
proposed to evaluate the quality of language models intrinsically. Bakarov (2018) identifies sixteen
of them. A prominent example of this is the SimLex-999 semantic similarity dataset (Hill et al. 2015),
created by instructing participants explicitly about the concept of semantic similarity. This focus
on consciously or expertly elicited judgements has remained popular, but subsequently, interest
shifted to grammaticality rather than semantics. There was also increased interest in probing for
representations of specific linguistic phenomena, such as negative polarity (Bylinina and Tikhonov
2022) or Construction Grammar constructions (Veenboer and Bloem 2023).

One of the most influential grammaticality benchmarks was pioneered by Warstadt et al. (2020)
for evaluating the linguistic knowledge of LLMs on major grammatical phenomena in English. The
Benchmark of Linguistic Minimal Pairs (shortened to BLiMP) consists of 67 individual datasets with
each dataset containing 1000 minimal pairs which were generated using linguist-crafted grammar
templates. These minimal pairs were manually verified by human validators through a forced-choice
task. The validators were presented with a subset of minimal pairs from BLiMP and were asked to
determine which of the two sentences in the pair was grammatical.

With BLiMP, the authors evaluated different types of LLMs, namely GPT-2 and Transformer-
XL, and compared them to baselines such as a Long Short Term Memory model (Hochreiter and
Schmidhuber 1997) and n-gram models. The models were evaluated on grammatical phenomena
concerning morphology (e.g., anaphor agreement), syntax (e.g., argument structure) and semantics
(e.g., control/raising). The LLMs were evaluated on BLiMP by calculating the proportion of the
67.000 minimal pairs where a model assigned a higher probability to the grammatical sentence over
the ungrammatical sentence. The authors found that all LLMs under-performed when compared to

2. http://gigacorpus.nl/
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human accuracy. Of the LLMs, GPT-2 had the highest accuracy, while the 5-gram model had the
lowest and, also on the low side, Transformer-XL and the LSTM model had similar accuracies to
each other.

After Warstadt et al. (2020) introduced BLiMP, datasets inspired by this benchmark have been
developed to evaluate the linguistic knowledge of LLMs in other languages. These benchmarks
include a Japanese challenge set (JBLiMP, Someya and Oseki (2023)), and challenge sets CLiMP
(Xiang et al. 2021) and SLING (Song et al. 2022) for Mandarin Chinese. Most relevant to our
work, recently Suijkerbuijk et al. (2024) developed a benchmark for the evaluation of the linguistic
knowledge of LLMs in Dutch, named BLiMP-NL.

GPT-2 (Radford et al. 2019) turned out to be the best-performing model in JBLiMP and BLiMP-
NL, although in the latter it was on par with BERTje (de Vries et al. 2019), a BERT-based model.
While the former study only compared two versions of GPT-2 models and two non-Transformer
architectures (namely LSTM and n-grams), the latter also evaluated a range of Transformer-based
models, including both transformer-encoders and transformer-decoders. In CLIMP, Chinese BERT
(Devlin et al. 2019), a BERT-based model, emerged as the best-performing model, compared to non-
Transformer models (again, LSTMs and n-grams). When comparing models to human acceptability
judgements, Chinese BERT appears to be closest to human performance in CLiMP, while all the
models in JBLiMP fall short. In the case of BLiMP-NL, only GPT-2 was compared to human
performance but the authors did not find evidence of comparable performance.

The generation methods in these datasets, however, pose a source of variation. The original
BLiMP was developed using grammar templates and a vocabulary to automatically generate 1000
minimal pairs per paradigm. The same method was used by Xiang et al. (2021) for their dataset.
Song et al. (2022) created their own grammar templates, with the goal of generating more natural
minimal pairs, since those in the Xiang et al. (2021) dataset were occasionally nonsensical or appeared
artificial. Employing a completely different method, Someya and Oseki (2023) did not use grammar
templates but instead extracted ungrammatical sentences and their grammatical counterparts from
syntax journal articles. If they could not find a grammatical counterpart, they would manually create
one. Utilising this alternative method, the authors were able to include more complex phenomena
in their meticulously developed dataset consisting of 331 minimal pairs. Suijkerbuijk et al. (2024)
also diverged from the aforementioned methods for the generation of minimal pairs by opting not to
use grammar templates or extract sentences. Instead, they manually created 10 minimal pairs for
each paradigm and utilised ChatGPT to extend the dataset to 100 minimal pairs per paradigm. The
pairs generated by ChatGPT were manually checked to confirm they were sensical and targetted the
intended grammatical phenomena.

These studies also report human performance on the created datasets, generally with the goal of
(1) validating the datasets, ensuring that the grammatical contrasts are known to language users,
or (2) comparing the performance of the models to that of humans, when sufficient variability is
present in the human responses. In the case of BLiMP-NL, Suijkerbuijk et al. (2024) opted to retrieve
acceptability judgements from their validators on a Likert scale instead, ranging from 1 to 7. This
decision was made seeing as they found it important to test whether they can show sensitivity to
this acceptability as acceptability judgements are not binary in nature, but gradient.

3. Creating the Challenge Set

Our dataset is based on the Algemene Nederlandse Spraakkunst (ANS): the reference work for all
aspects of Dutch grammar (Colleman et al. 2021). We used the e-ANS, the ANS website3, to retrieve
the minimal pairs, by employing web scraping. In the following, we introduce the ANS resource, the

3. https://e-ans.ivdnt.org/
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syntactic phenomena we focus on, and the procedure to extend the sets of retrieved minimal pairs
with additional pairs.4

3.1 The ANS

The ANS (Algemene Nederlandse Spraakkunst) is the authoritative reference grammar for the Dutch
language, created by a committee of Dutch and Belgian linguists who first published it as a book
in 1984 (Haeseryn et al. 1984). The ANS aims to provide as complete a description as possible of
the grammatical aspects and rules of contemporary Standard Dutch. Standard Dutch is defined as
the language that is generally used in public communication, i.e. in all major sectors of public life:
education, jurisdiction, media, administration, etcetera.5 The ANS caters to both experienced users
of Dutch, such as students and teachers at the academic level, and individuals with sufficient basic
knowledge to be able to use an extensive Dutch grammar.

The ANS consists of four large sections: ‘The Sound’, ‘The Word’, ‘The Constituent’, ‘The
Sentence’, and ‘General Phenomena’. The first section, ‘The Sound’, covers Dutch phonetics and
phonology. The section covering ‘The Word’ contains a general introduction and a description of the
traditionally distinguished word types. The information in this section is limited to morphological
matters. The remaining sections pertain to syntactic aspects of Dutch grammar. In the third section,
‘The Constituent’, a description is given of the possibilities of combining words into constituents such
as noun phrases and verb phrases, and of the mutual order of these words within such phrases. The
fourth section pertains to ‘The Sentence’, where the syntax of the sentence is addressed in addition
to the order of sentence constituents, traditional sentence parts, and various types of sentences.
The last section, ‘General Phenomena’, deals with phenomena that play a role at different levels of
grammar, such as juxtaposition and negation, contraction, modality, etcetera.

One of the resources of the ANS is a compilation of representative examples of Dutch language.
While some of these are in the form of a single sentence which substantiates a phenomenon of Dutch
grammar, other examples consist of two minimally different sentences where one of the sentences
has been assigned a label.6 The most common labels used in these types of examples are as follows:
informeel (informal), formeel (formal), uitgesloten (ruled-out) and twijfelachtig (questionable). Fur-
thermore, the ANS uses labels to indicate regional variation; examples are in NN (in Netherlandic
Dutch), in BN (in Belgian Dutch), and in SN (in Surinamese Dutch).7 We are interested in the
examples where one of the sentences is labelled as being uitgesloten (ruled-out) and has no label
indicating any kind of regional variation. These examples of minimally different sentences that vary
in grammatical acceptability are the minimal pairs that we retrieve for our dataset.

By employing web scraping, we extracted the minimal pairs from our chosen section of the e-ANS
along with their labels. Below is an example minimal pair from the nominalizations category of the
dataset, of which the first is ungrammatical according to ANS:

(1) * Het
The

grootmoeder
grandmother

inschenken
pouring

van
of

thee
tea

(is
(is

een
a

hele
whole

opgave.)
task.)

(2) Het
The

voor
for

grootmoeder
grandmother

thee
tea

inschenken
pouring

(is
(is

een
a

hele
whole

opgave.)
task.)

‘Pouring tea for grandmother is quite a task’.8

This process resulted in a dataset consisting of 631 minimal pairs across the linguistic phenomena,
which we later extended (as explained below).

4. Our dataset and raw results can be found at: https://github.com/juliapestel/evaluating-dutch-LLMs
5. Source: https://e-ans.ivdnt.org/over: 5.1 Het concept ‘standaardtaal’
6. Note that the ANS does not follow strict criteria for what constitutes a ‘minimal’ difference.
7. An overview of the labelling system used by the ANS can be found at https://e-ans.ivdnt.org/over#

ans000403st: 5.5 Het gehanteerde labelsysteem
8. Example from https://e-ans.ivdnt.org/topics/pid/ans140803lingtopic
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3.2 Coverage of Syntactic Phenomena

Our goal was to create a challenge set that was as complete and reliable as possible for one of the
five sections, namely: the constituent. This decision was made in part due to this section having
the largest amount of minimal pairs after extraction (207 minimal pairs). Additionally, we found
that most related work evaluates the linguistic knowledge of language models by looking at general
linguistic phenomena, as is done in BLiMP and BLiMP-NL, and not on constituent types specifically.

The section the constituent is further divided into five different types of constituents; De
naamwoordelijke constituent (The Nominal constituent), De adjectivische constituent (The Ad-
jectival constituent), De bijwoordelijke constituent (The Adverbial constituent), De adposi-
tieconstituent (The Adpositional constituent) and De werkwoordelijke (verbale) constituent (The
Verbal constituent). Each of these constituent types cover varying syntactic phenomena. How-
ever, the e-ANS does not provide minimal pair sentences for some of these phenomena. We chose
to limit the challenge set to cover the syntactic phenomena that have at least one minimal pair as
defined on the e-ANS. Our resulting dataset includes the following 10 phenomena:

1. Definite, Indefinite, Categorical and Generic Nominal Constituents (e-ANS 14.3:
Bepaalde, onbepaalde, categoriale en generieke naamwoordelijke constituenten): The distinc-
tion between definite, indefinite, categorical and generic nominal constituents. A definite
nominal constituent is a constituent that designates one or more identified selves. With
indefinite constituents we introduce persons or things. In categorical and generic nominal con-
stituents the head abstracts from individual cases with categorical referring to a category of
class and generic referring to a generalisation of a species or class.

2. Nominalizations (e-ANS 14.8: Nominalisaties): Where the nominal constituent can be re-
lated to a corresponding (active or passive) sentence.

3. The Construction of the Adjective Constituent (e-ANS 15.2: De bouw van de adjec-
tivische constituent): This covers the construction of the adjectival constituent where the
constituent has an adjective as its head. This can be preceded by modifying adverbs or
followed by modifying prepositional constituents.

4. Degree-Indicating or Reinforcing (Pre)Determinations (e-ANS 15.3.1.1 Graadaan-
duidende of versterkende (voor)bepalingen): To indicate the intensity of the property or state
expressed by an adjective (degree designation) or to indicate that the said property or state is
highly valid (reinforcement), constituents can be used especially with an adverb or adjective
at its core in adverbial function.

5. Subordinate Clauses (e-ANS 15.4.3: Bijzinnen): This covers the subordinate clause; a
clause that cannot stand alone as a complete sentence as it merely complements a sentence’s
main clause, thereby adding to the whole unit of meaning.

6. Pronominal Adverbs (e-ANS 17.1.2: Voornaamwoordelijke bijwoorden): This covers the use
of the pronominal adverb; a combination of a preposition and a pronoun (i.e. hier + bij =
hierbij, hereby)

7. Group-Forming and Non-Group-Forming Uses of Verbs (e-ANS 18.5.1.2: Groepsvor-
mend en niet-groepsvormend gebruik van werkwoorden): This covers the use of group-forming
and non-group-forming verbs where group-forming verbs are verbs that connect to another
verb and change or add something to the meaning of the other verb while also determining its
form.

8. Verbs With a Participle as a Complement (e-ANS 18.5.2: Werkwoorden met een deel-
woord als aanvulling): This covers the addition of a participle as a complement to a verb in a
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verbal constituent. The participle is a nonfinite verb form that has some of the characteristics
and functions of both verbs and adjectives.

9. Verbs With an Infinitive as a Complement (e-ANS 18.5.4: Werkwoorden met een infini-
tief als aanvulling): This covers the use of a complementary infinitive: an infinitive used with
a verb whose meaning is not felt to be complete.

10. The Order Within the Verb Ending Group (e-ANS 18.5.7: De volgorde binnen de werk-
woordelijke eindgroep): This covers the order of the verbs within a verbal constituent fo-
cussing on bipartite end groups and the verb infinitive (also known as verb clusters).

The chapters of the ANS2 version (1997/2002) are currently undergoing extensive revision, which
is expected to last until 2027/2028.9 Seeing as this revision project is ongoing, some of the chapters
which cover the syntactic phenomena we cover in the challenge set have not yet been revised. Only
the chapter covering The Adpositional constituent has recently been revised, the other chapters
(The Nominal constituent, The Adjectival constituent, The Adverbial constituent and The
Verbal constituent) are still subject to revision.

The main difference between ANS2 (1997/2002) and ANS3 (newly revised) of The Adverbial
constituent is that the former is far less extensive; the grammar rules in the new version are
explained in more detail and substantiated with examples. Additionally, the new version contains
more sub-chapters, creating a more in-depth overview of The Adverbial constituent and its gram-
mar rules. When ANS3 is done, it would be worth revising our dataset with any new minimal pairs
added.

3.3 Generating Additional Minimal Pairs

To construct the dataset, we retrieved the minimal pairs provided on the ANS website; the e-ANS.
The available amount of pairs ranged from 1 to 49 pairs per phenomenon, and we extended each set
with additional pairs, until reaching 50.

The additional minimal pairs were generated using the pairs extracted from the e-ANS as a
guide, so that the generated minimal pairs varied with regard to the same grammatical aspect. The
additional minimal pairs were crafted manually or generated using the ChatGPT 4.0 generative
language model (OpenAI et al. 2024). Table 1 shows an overview of the sources of minimal pairs
for each phenomenon. Examples of the minimal pairs for each syntactic phenomena are provided in
Table 2.

Phenomena ANS Manual/ANS Manual Chat-GPT Total
1. Definite, Indefinite, Categorical and Generic Nominal Constituents 11 0 18 21 50
2. Nominalizations 15 0 13 22 50
3. The Construction of the Adjective Constituent 1 3 27 19 50
4. Degree-Indicating or Reinforcing (Pre)Determinations 1 3 27 19 50
5. Subordinate Clauses 2 0 9 39 50
6. Pronominal Adverbs 29 5 16 0 50
7. Group-Forming and Non-Group-Forming Uses of Verbs 8 0 16 26 50
8. Verbs With a Participle as a Complement 11 0 4 35 50
9. Verbs With an Infinitive as a Complement 49 1 0 0 50
10. The Order Within the Verb Ending Group 15 2 19 14 50
Grand Total 142 14 149 195 500

Table 1: Generation method per phenomenon. The column ‘Manual/ANS’ refers to minimal pairs
that were slightly modified due to their incomplete extraction from the e-ANS.

All the minimal pairs are based on the pairs extracted from the e-ANS. In the rare cases where
one or both of the extracted sentences in a minimal pair were incomplete, we modified them slightly

9. Timeline of ANS chapter revisions: https://e-ans.ivdnt.org/qanda#herzienehfds
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to ensure comprehension. Often, these irregularities in the minimal pairs were due to the irregular
way the pairs were presented on the e-ANS, which caused our Web Scraper to extract incorrect
information. Typically, the ANS presents a minimal pair as a numbered example consisting of two
sentences; a, the grammatical sentence, and b, the ungrammatical sentence. Atypically, the ANS
presents both sentence a and b in an example as grammatically correct sentences, and presents
the ungrammatical counterparts of these sentences in a separate example.10 We reviewed these by
consulting the webpage from which the sentences were extracted and minimally modified the minimal
pairs to ensure an accurate representation of the syntactic phenomenon. Of the 500 minimal pairs
across all phenomena and the 156 pairs extracted from the e-ANS, 14 pairs were minimally altered.
Seeing as these minimal pairs mostly consist of information from the e-ANS but needed minor
manual revision to complete them, we class their generation under ’Manual/ANS’. An overview of
these 14 minimal pairs can be found in Appendix B.

For the generation of minimal pairs using ChatGPT, we provided the model with the minimal
pairs extracted from the e-ANS for a specific syntactic phenomenon and prompted it to create
additional pairs that had the same grammatical variation between them as in the examples. In the
instances where we felt ChatGPT needed more examples than provided by the ANS to generate
additional pairs that accurately represent the syntactic phenomena, we supplied the model with the
’Manual/ANS’ generated pairs and/or further hand-crafted minimal pairs. All generated minimal
pairs, whether handcrafted or generated using Chat-GPT, were manually checked by a native Dutch
speaker to ensure that they correctly represent the intended syntactic phenomenon and did not
contain any additional errors.

Constituent Ph. Grammatical sentence Ungrammatical sentence

Noun 1
De maan schijnt.
The moon shines.

Er schijnt een maan.
A moon is shining.

2
Het bakken van pannenkoeken (is voor Anneke niet moeilijk.)
Baking pancakes (is not difficult for Anneke.)

Het van pannenkoeken bakken (is voor Anneke niet moeilijk.)
Pancakes Baking (is not difficult for Anneke.)*

Adjective 3
Een zeer hard gesteente.
A very hard rock.

Een zeer gesteente.
A very rock.

4
De koffie is warm genoeg.
The coffee is warm enough.

Warm genoege koffie.
Hot enough coffee.*

5
(Jan is altijd) bereid (om) te helpen.
(Jan is always) willing (to) help

(Jan is altijd) bereid dat hij zou helpen.
(Jan is always) willing that he would help.

Adposition 6
Je moet tenslotte ergens in geloven.
You have to believe in something after all.

Ergens in moet je tenslotte geloven.
Something in have you to believe, after all.*

Verb 7
Hij zei dat hij de kraanvogels graag wilde fotograferen.
He said he would like to photograph the cranes.

Hij zei dat hij de kraanvogels wilde graag fotograferen.
He said he like to would photograph the cranes.*

8
Zijn broer gaat in Spanje wonen.
His brother is going to live in Spain.

Zijn broer is in Spanje gegaan wonen.
His brother is to live in Spain went.*

9
Wim zit te slapen.
Wim is sleeping.

Wim zit slapen.
Wim sleeping.*

10
Hij zei dat hij het vliegtuig niet kon zien naderen.
He said he couldn’t see the plane approaching.

Hij zei dat hij het vliegtuig niet naderen kon zien.
He said he couldn’t the plane approaching see.*

Table 2: Example minimal pairs for all 10 phenomena (Ph., see description in Table 1), with English
glosses. For clarity, the words that determine the ungrammaticality of the sentence are in
bold for both the example and its English translation. As these are translations rather than
glosses, in some cases the English translation of the minimal pair is not grammatically
identical to the original: these are indicated with an asterisk (*).

4. Acceptability Judgements of Dutch Native Speakers

We evaluated adult native speakers of Dutch on a subset of our challenge set. Grammatical reference
works are often written with a binary notion of grammaticality in mind. This is a simplifying

10. For an example in the ANS of this atypical notation of a minimal pair, please refer to: https://e-ans.ivdnt.

org/topics/pid/ans140302lingtopic (14.3.2.2)
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assumption that was commonly made in works on syntactic theory, though it is the subject of a
long-standing debate and it is increasingly being questioned.

Already raised by Chomsky (1965, p. 152-153), who argued for a binary notion of grammatical-
ity, the question often involved discussion regarding the boundaries of syntax and other mechanisms,
such as semantics, pragmatics or general cognitive mechanisms affected by input frequency. In bi-
nary accounts, uncertainty in acceptability judgements was attributed to these other factors (e.g.
semantic factors by Chomsky (1965)), while gradient accounts claim that there are gradient as-
pects to grammatical competence that cannot be explained by such other factors (Lau et al. 2017).
Generative syntactic theory often adheres to a binary view, but proposals have also been raised to
specify the role of non-syntactic factors such as frequency in grammar as opposed to production.
An example of this is the proposal of Featherston (2005), who theorizes an output selection module
that is affected by the factor of frequency. In usage-based linguistics, frequency is more central to
the development of grammatical structure (Divjak 2017), leading to theoretical proposals of proba-
bilistic mental representations of grammatical patterns (Bod et al. 2003). An extensive overview of
how different lines of linguistic theory view this debate is presented by Francis (2022).

Even if one assumes that grammaticality is binary for an individual language user, acceptability
judgements only provide an approximation of it, and grammaticality measured in aggregate over a
population may exhibit variation. Therefore, to provide an alternative to the labels from ANS and
to determine the extent of the agreement between the grammatical contrasts in our dataset and
actual acceptability judgements of Dutch users, we present a behavioural experiment in which we
use our dataset to elicit responses on grammatical acceptance for our sentences, from Dutch native
speakers.

4.1 Design

In order to effectively and efficiently test native speakers, we created a subset of the challenge set
with nine minimal pairs per phenomenon. The nine minimal pairs for each of the phenomena were
chosen based on how they were created: we first selected the minimal pairs which were originally from
the ANS and, when insufficient, the subset was extended to nine pairs, prioritizing the hand-crafted
pairs over those generated by ChatGPT.

Following Suijkerbuijk et al. (2024), we divided the ten phenomena evenly over five experiments,
with each experiment testing two different phenomena. Each experiment was further divided into
three versions. Each of these versions contained six grammatical sentences and three ungrammatical
sentences for both phenomena tested in that experiment. One version never contained both sentences
from a minimal pair: these were always divided between versions. With three versions for each of the
five experiments we created a total of 15 different surveys with each survey containing 18 sentences:
nine from both phenomena. While Suijkerbuijk et al. (2024) used 108 sentences per participant, we
opted for 18 sentences per participant in our study to prevent fatigue effects near the end of the
experiment.

The order in which the sentences were displayed to the participant was randomised. The ex-
periments were carried out using web-based surveys which were created using Qualtrics software
(Qualtrics 2005). Using the web application Nimble Links11, we created a link that randomly as-
signed participants to one of the 15 surveys.

4.2 Participants

Participants qualified to take part in the experiment if they were a native speaker of Dutch, currently
lived in the Netherlands and did not have any language disorders such as dyslexia. We recruited
132 participants by sharing the survey link with different individuals who met the criteria. This link
was shared using WhatsApp and the social media platforms Instagram, LinkedIn, and Facebook.

11. https://www.nimblelinks.com/
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The recruitment message included a brief (non-revealing) description of the study and a link to
the survey. Recruitment was limited to participants who resided in the Netherlands for practical
reasons.

4.3 Procedure

Participants were assigned a survey by clicking on the link that was shared with them. Hereafter
they were presented with the information brochure and consent form. If the participant consented
to the terms, they were directed to the next page where they were asked a series of questions to
confirm whether they met the criteria to participate. The participant was asked whether Dutch is
their native language, if they currently reside in the Netherlands, and if they do not have a language
disorder. When the questions were answered in the affirmative, the participant was directed to
the next page where they were shown instructions. The instructions described the process of the
experiment: the participant would be presented with a list of sentences and asked to rate them
on a Likert scale (Likert 1932), from 1 (very bad) to 7 (very good), by moving a slider placed
directly under each individual sentence. Like Suijkerbuijk et al. (2024), we opt for a Likert scale
as opposed to a forced-choice task to retrieve graded acceptability judgements. In the instructions
it was additionally specified that when deciding on a rating for the sentence, only the grammatical
acceptability should be considered, not the spelling or the vocabulary of the sentence as these are
correct in all instances. This was mentioned as some words in the sentences obtained from the e-ANS
are not commonly used in standard Dutch, which may cause confusion for the participant. Below,
an example of such a minimal pair is shown, with the uncommon word being tuk. After carefully
reading the instructions, the participant could start the experiment by continuing to the next page.

(3) Hij
He

is
is

niet
not

bepaald
exactly

tuk
keen

op
on

vergaderen.
meetings.

(4) * Hij
He

is
is

niet
not

bepaald
exactly

tuk.
keen.

4.4 Results

The average acceptability judgements per syntactic phenomenon can be found in Figure 2. As we
can see, native speakers unsurprisingly assigned a lower score to the ungrammatical sentences than
to the grammatical sentences. The overall mean scores for all the grammatical and ungrammatical
sentences is 5.52 (1.07) and 2.28 (0.92), respectively. This entails a difference of 1.48 from the max-
imum score (7) in the case of grammatical sentences, and a difference of 1.28 from the minimum
score for ungrammatical sentences. Compared to human participants on BLiMP-NL, we find that
participants on our experiments tend to give more differentiated scores, which may suggest that
grammaticality distinctions are clearer on our dataset –although other variables arising from differ-
ences in conducting the experiment may also be responsible for this. In any case, the data suggests
that our dataset is broadly in line with the grammatical intuitions of Dutch native speakers, which
confirms the usability of our dataset.

When looking at the differences in acceptability ratings across the different types of constituents,
we see that native speakers have more clearly differentiated scores between grammatical and ungram-
matical sentences in phenomena 3 (The Construction of the Adjective Constituents), 5 (Subordinate
Clauses), and 8 (Verbs with participle). Surprisingly, these phenomena belong to different con-
stituent categories, but at least two of these cover phenomena that are frequent, clear and quite
localized in a constituent, involving short example sentences. This is presumably easier to evaluate
for grammaticality. The ungrammatical sentences for phenomenon 5 (Subordinate Clauses) largely
consist of sentences with the wrong kind of relativizer, as in this example:
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Figure 2: Mean acceptability ratings for the ungrammatical and grammatical sentences for each phe-
nomenon: Nominal Constituent (1, 2), Adjective Constituent (3, 4, 5), Adposition Con-
stituent (6), Verbal Constituent (7, 8, 9, 10). Grammatical mean: 5.52 (1.07), ungram-
matical mean: 2.28 (0.92).

(5) * (Jan
(John

is
is

altijd)
always)

bereid
willing

dat
that

hij
he

zou
would

helpen.
help.

(6) (Jan
(John

is
is

altijd)
always)

bereid
willing

(om)
(rel)

te
to

helpen.
help.

‘John is always willing to help.’

Subordinate clauses are large constituents and multiple words are changed (this type of minimal
pair would have been excluded by Suijkerbuijk et al. (2024)). This leads to ungrammaticality that is
salient and easy to detect for participants (6.56 vs 1.15 average grammaticality rating for this pair).

The sentences for phenomenon 3 are diverse, but include many examples where the word that
the adjective is supposed to modify is missing in the ungrammatical condition, to demonstrate the
required elements of the adjectival constituent:

(7) Wim
Wim

is
is

nogal
rather

eigenwijs.
stubborn.

(8) * Wim
Wim

is
is

nogal.
rather.

These are also salient and elicit strong judgements (6.5 vs 2.4 acceptability).
For phenomenon 8, we find examples such as:

(9) We
We

zagen
saw

de
the

koningin
queen

voorbijkomen.
pass by.
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(10) * We
We

hebben
have

de
the

koningin
queen

gezien
seen

voorbijkomen.
pass by.

This pair shows a difference in aspect that involves adding the auxiliary verb ‘hebben’, thereby
also changing ‘zagen’ to its past participle ‘gezien’ and moving it from the verb-second to the verb-
final position. This involves two changes, hence this more salient difference may have made it easier
for the participants to detect the ungrammaticality (6.7 vs 1.8 average grammaticality).

Figure 3: The difference between the mean acceptability ratings of native speakers and the gold values
for each grammatical condition per phenomenon. The gold values for grammatical = 7 and
ungrammatical = 1.

For additional clarity, Figure 3 shows only the difference between the observed scores and the
‘gold’ score (i.e. 1 for ungrammatical and 7 for grammatical sentences); hence lower bars correspond
to sentences whose score is closer to the idealized score based on the e-ANS labels. Here we see that
higher bars are for 2 (Nominalizations), 4 (Degree-indicating or Reinforcing (Pre)Determinations),
and 9 (Verbs with an infinitive) in the case of grammatical sentences.

Nominalizations include examples such as 1 and 2 mentioned in the introduction. This pair is
rated 2.81 and 1.5: even the supposedly grammatical variant receives a low rating. This is probably
because nominalizations are infrequently used in Dutch and there are usually more conventional
ways to phrase the same sentences that participants would be able to think of. 12

For phenomenon 4, degree indicators, the grammatical sentences receive somewhat low scores.
For example:

(11) Die
Those

flats
flats

zijn
are

geweldig
incredibly

hoog.
high.

12. Team Taaladvies on nominalizations in Dutch: https://taaladvies.net/naamwoordstijl-algemeen/
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(12) * Die
Those

flats
flats

zijn
are

geweldige
incredibly

hoog.
high.

In contrast to many of the phenomena where ratings differed strongly, this minimal pair is very
minimal, differing only in the inflection of the adjective. There are various similar examples in this
category. Furthermore, the example uses a less common meaning of the adjective ‘geweldig’, perhaps
leading to less familiarity and lower overall acceptability scores among some speakers.

For phenomenon 8, infinitival verbs, the items are somewhat diverse, but quite a few of them
involve ‘te’-infinitival verbs:

(13) De
The

jongens
boys

zitten
sit

de
the

hele
whole

les
class

te
to

slapen.
sleep.

(14) * De
The

jongens
boys

zitten
sit

de
the

hele
whole

les
class

slapen.
sleep.

‘The boys sleep the entire lesson.’

This pair is rated 6.2 vs 3.6, and while this pair does not seem so controversial to us, the ‘te’ of
te-infinitival verbs is often optional in other contexts, and there are also pairs in the dataset where
we think both options would be grammatical to many speakers.

Conversely, some ‘grammatical’ examples in this category got a rather low rating, such as:

(15) De appels hebben al een maand aan de boom hangen te rotten.

The use of ‘hangen’ as a grouping verb for an infinitival verb is quite uncommon – only 11 out of
827.709 two-verb clusters studied by Bloem et al. (2017) use this grouping verb. This may explain
why our participants rate this sentence with 2.8, while the minimal pair is mainly meant to illustrate
a point about the order of the two verbs.

There are quite a few word order variation phenomena around the Dutch verbal constituent. This
is especially the case for verb clusters (Coussé et al. 2008), including regional variation (Barbiers
et al. 2018), where ongoing changes even cause differences in usage between older and younger
speakers (Olthof et al. 2017). It has also been noted that Dutch speakers sometimes have strong
prescriptive opinions on verb orders (Swerts and van Wijk 2005), which may affect grammaticality
judgements. This extensive optionality probably makes it more difficult for participants to clearly
judge such sentences as grammatical or ungrammatical.

It is especially interesting that 9 (verbs with an infinitive as a complement) and 8 (verbs with a
participle) show opposite human judgement patterns, as these two categories are very similar. But
this seems to be due to the types of examples that are discussed in ANS, with the discussion of
infinitives focusing more on possibly optional elements.

Overall the ungrammatical sentences exhibit a smaller difference with the ideal score, with the
exception of Pronominal Adverbs (6), for which Dutch speakers deviate over 2 average points from
the minimum score. The ungrammatical sentences for this phenomenon largely involve treating
unique things as indefinites, as in these examples:

(16) * Een
A

sahara
sahara

is
is

erg
very

heet.
hot.

(17) * Er
There

schijnt
shines

een
a

maan.
moon.

Both of these are considered ungrammatical by ANS, but perhaps due to the semantic nature
of this restriction, some examples were often considered grammatical by participants. It is easy
to imagine a science fiction setting in which Example 17 is perfectly felicitous. This supposedly
ungrammatical example was rated 5.25 on the 7 point scale on average, and this is the cause of the
large difference for this category.
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Overall, we observed that native speaker acceptability judgements do not always follow the
grammaticality labels assigned by the ANS authors. This can be due to various factors besides
grammaticality that affect acceptability judgements such as the possibility to consider prescrip-
tive norms in a survey-style experiment, as extensively discussed in experimental syntax textbooks
(Goodall 2021, Sprouse 2023), as well as due to the possibility of grammaticality being a gradient
phenomenon or appearing to be gradient due to non-syntactic factors, as discussed at the beginning
of this section. In particular, factors such as frequency of words and constructions, the salience of the
difference between pairs (e.g. in number of words), and the extent to which constraints are semantic
in nature appear to play a role, and can pertain to general cognitive mechanisms or interfaces of
syntax.

5. Evaluating LLMs

5.1 Models

Using the challenge set we created, we evaluated the most prominent Dutch LLMs, which are the
same that were used in Suijkerbuijk et al. (2024).

Transformer-decoder We evaluate eight transformer-decoder models that are pre-trained using
causal language modelling (CLM). Two such models are based on the GPT-2 architecture (Radford
et al. 2019); particularly GPT-2 large (Havinga 2024) and GPT-2 small Gro-NLP (de Vries and
Nissim 2021). The next two are based on Llama 2-based models (Touvron et al. 2023) which are
fine-tuned to perform better in the Dutch language, namely, Llama 13B and Llama 13B chat (Vanroy
2023). The latter four models are based on Mistral (Jiang et al. 2023); particularly GEITje 7B and
GEITje-7B-chat (Rijgersberg 2023), GEITje-7B-ultra-sft and GEITje-7B-ultra-dpo (Vanroy 2024).

Transformer-encoder This study evaluates four transformer-encoder models that are pre-trained
using MLM: BERTje (de Vries et al. 2019), which is based on BERT (Devlin et al. 2019), and three
RobBERTa based models (Liu et al. 2019): RobBERT (Delobelle et al. 2020), RobBERT large
(Delobelle and Remy 2024), and XLM-RoBERTa (Conneau et al. 2020).

5.2 Evaluation Methods

We evaluate the LLMs based on model output (extrinsically) by employing language model scoring,
i.e. obtaining the probabilities the LLM gives to both the grammatically correct and incorrect
sentences in a minimal pair, allowing us to directly compare them. The process of scoring causal
LLMs (transformer-decoder) differs from scoring masked LLMs (transformer-encoder) due to the
differences in modelling. CLM processes text in a unidirectional manner, meaning we obtain the
probabilities for causal LLMs by applying the chain rule and summing the log-likelihood values for
each successive token. Masked LLMs, on the other hand, learn from bidirectional context, which
makes getting the probabilities a more complex process. To effectively and efficiently obtain the
probabilities for these models, we follow the method used by Suijkerbuijk et al. (2024) in BLiMP-
NL by estimating the pseudo-log-likelihood score using the PLL-word-l2r metric from Kauf and
Ivanova (2023). The probabilities are normalised by sentence length for both causal and masked
LLMs.

5.3 Performance of Large Language Models

After obtaining the probabilities of both the grammatically correct and incorrect sentences in each
minimal pair, we calculated the accuracy of the model by determining the proportion of minimal
pairs for which the LLM assigned a higher probability to the grammatically correct sentence. In
addition to the overall accuracy of the LLMs, we calculated the accuracy of the LLMs for each
syntactic phenomena. The results can be found in Figure 4.
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Figure 4: Accuracy of LLMs on our dataset. We report results for 8 causal language models (first 8
models) and 4 masked language models.

Overall, transformer-decoder models seemingly perform better on the tested syntactic phenomena
than transformer-encoder models. The best performing models were GPT-2 large and GEITje: they
both scored an overall accuracy across all syntactic phenomena of 0.94. There are some differences
in the performance of these two models across the phenomena, although fairly minimal. Taking a
closer look at the syntactic phenomena and the constituent types, we see that GPT-2 outperforms
GEITje on 3 of the 4 syntactic phenomena belonging to the verbal constituent with the exception
of the phenomenon Group-forming and Non-group-forming Uses of Verbs (7) where GEITje had a
perfect score and GPT-2 a near-perfect score with 0.98. GEITje, on the other hand, performed
better overall when looking at the rest of the constituent types. We can see that GEITje specifically
seems to handle nominal constituents better, having scored higher on both syntactic phenomena
belonging to this constituent (Definite, Indefinite, Categorical and Generic Nominal Constituents
(1) and Nominalizations (2)).

Among the transformer-encoder models, our results show that BERTje has the highest accuracy
among the transformer-encoder (masked) LLMs: this is in line with the high model performances
reported by Suijkerbuijk et al. (2024), who found BERTje to be the second best-performing model.
The dismal performance of RobBERT in our dataset is surprising, given that the model had 0.90
accuracy on BLiMP-NL, and its performance is not on par with the other models (although all
the models of the RobBERTa family perform the worst). RobBERT performs perfectly well on
subordinate clauses (as most models), while exhibiting moderate to low performance on the other
phenomena. While the difference in performance with BLiMP-NL may be largely attributed to
the different syntactic phenomena covered in both datasets, we must note that on the overlapping
case of Nominalizations, which is present also in BLiMP-NL, the model performed much worse on
our dataset – and so did XLM-RoBERTa. Other models, however, did show high accuracy on this
phenomenon —and so did human participants— hence it seems fair to expect this may be a result of
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the architecture rather than an artifact on our dataset. RobBERT was also found to underperform
on semantic similarity by Brans and Bloem (2024).

Furthermore, when looking at the syntactic phenomena, we can see that the LLMs performed
best overall on the syntactic phenomenon that covered Subordinate Clauses (5), as part of the
Adjective Constituent, with an average accuracy of 0.99. This is a phenomenon that our human
participants also had clear opinions about. The average accuracy of the LLMs on the other two
syntactic phenomena belonging to the Adjective Constituent were also high, both with a score of
0.89. The LLMs performed worst on the syntactic phenomenon that covered Verbs With an Infinitive
as a Complement (9), followed closely by Verbs With a Participle as a Complement (8).

Verbs With an Infinitive as a Complement (9) shows the worst performance overall. These are
phenomena for which there is a lot of optionality in Dutch, and human participants also varied in
their judgements on this phenomenon. An example of a minimal pair for which most LLMs assigned
a higher probability to the wrong sentence in the minimal pair is the following:

(18) Die
That

sportleraar
PE-teacher

heeft
has

me
me

leren
taught

roeien.
row.

(19) * Die
That

sportleraar
PE-teacher

heeft
has

me
me

geleerd
taught

te
to

roeien.
row.

‘That PE-teacher has taught me to row.’

Of the 12 models, eight assigned a higher probability to the sentence labeled as ungrammatical;
these include GPT-2 (-0.32), GPT Large (-0.42), Llama2 (-0.31), Llama2 chat (-0.56), GEITje chat
(-0.02), RobBERT (-0.26), RobBERT large (-0.18), and XLM-RoBERTa (-1.31).

Phenomenon 8, covering Verbs With a Participle as a Complement, showed a relatively poor
performance for most models. One minimal pair that was incorrectly scored by all LLMs is the
following:

(20) De
The

kinderen
children

leren
learn

op
in

school
school

zwemmen.
swim.

(21) * De
The

kinderen
children

hebben
have

op
in

school
school

geleerd
learned

zwemmen.
swim.

‘The children have learned to swim’.

This case is surprising, as the two sentences differ by several words. However, the ungrammatical
sentence is a sentence that is only ungrammatical due to a notoriously complex aspect of Dutch
grammar, the infinitivus pro participio effect (Augustinus and Van Eynde 2012), where participial
verbs are replaced by infinitival ones under certain conditions. The ungrammatical sentence in
this pair incorrectly did not undergo IPP. While most of these models showed a relatively small
difference between the probabilities they assigned to the sentences in the minimal pair (ranging
from -0.08 (by BERTje and GEITje chat) to -0.29 (by GPT2), other models, such as GPT large and
XLM RoBERTa, showed a larger difference with a score of -0.71 and -0.61 respectively. The worst
performing model for this specific minimal pair was RobBERT large, which showed a difference score
of -1.34.

There are some examples that received very clear ratings from human participants, but that mod-
els struggled with. These are perhaps the most interesting examples to look at. The aforementioned
example 10, which we highlighted in the previous section as one that human participants strongly
agree about, was classified incorrectly by six models, including GPT-2 (-0.18), GEITje (-0.1) and
Llama2-chat (-1.59). This is another sentence that incorrectly does not have IPP.

The following pair was wrongly scored by many models, and in particular, the normally high-
performing GPT-2 model scored it wrong by -0.44:
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(22) Nergens
Nothing

stond
stood

een
a

titel
title

of
or

datum
date

op.
on.

(23) * Nergens
Nothing

op
on

stond
stood

een
a

titel
title

of
or

datum.
date.

‘Nothing was labeled with a title or date’.

This ungrammatical example concerns an exception that only applies to indefinite adverbs -
other types of adverbs can be used in this way. This result might indicate that the models struggle
to represent all relevant semantic features in rarer contexts. These results may help to pinpoint
linguistic features that models have difficulty representing.

This example was not in our human-rated set but a similar pair was rated fairly well by partici-
pants - a convincing 1.38 for the ungrammatical example, though with a less convincing 5.45 for the
grammatical counterpart, perhaps indicating that this is a somewhat unusual construction.

5.4 Comparing Performance of Language Models and Native Speakers

Our analysis of the Dutch speaker data revealed that our dataset is generally consistent with the
notion of grammaticality of native Dutch speakers, yet some variance is present —particularly for the
ungrammatical sentences. We saw that the most interesting cases are the ones where humans and
models strongly differ in their judgements. Thus we ask whether humans and models quantitatively
correlate in how clearly they distinguish grammatical from ungrammatical sentences in a pair. To
address this question, we computed the mean difference between the scores for each grammatical
and ungrammatical pair, across participants, and then computed the correlation between the mean
and the difference between model probabilities for the same sentences. We perform this analysis for
each model and phenomenon, which results in 120 Pearson’s r correlation values, shown in Figure
5.

In terms of phenomena, we can see that 9 (Verbs With an Infinitive as a Complement) and 7
(Group-Forming and Non-Group-Forming Uses of Verbs) are the phenomena for which most models
exhibit high correlation with human data, although this is reduced to moderate-to-low correlation in
the case of transformer-encoder models (with the exception of XLM-Roberta in Verbs with an infini-
tive as a complement). Interestingly, while most models exhibited a low performance for phenomenon
9, the opposite was the case for phenomenon 7 (again, with the exception of the RobBERT-* mod-
els). Yet, both of these phenomena are ones that encompass a lot of optionality. It seems then that
the high correlation is not just based on overall performance but likely on various properties of the
constituent type, such as its frequency, the extent to which it allows optionality and the type and
number of features that grammatical patterns in the constituent type depend on.

On the other hand, the phenomenon (2) Nominalizations was among the phenomena with the
lowest acceptability ratings by our Dutch participants. Interestingly, the low frequency of this con-
struction does not seem to pose a problem for LLMs (with the exception of RobBERT, which has a
low overall performance). The correlations for this phenomenon are mostly moderate-to-low, reflect-
ing this mismatch. It appears that, at least for this case, LLMs capture prescriptive low-frequency
constructions. This could be attributed to various factors: the localized nature of nominalization in
the phrase structure, transfer learning from other languages that use more nominalization, or the
stylistic nature of the training data – formal writing generally uses more nominalizations and LLMs
would encounter this more than most humans. Such hypotheses would require follow-up experiments
to confirm.

6. Discussion

Overall, we see that transformer-decoder Dutch LLMs perform better than transformer-encoder
models when evaluated on our set of minimal pairs. The emergence of GPT-2 as a winner (on
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Figure 5: Pearson’s r correlation between the native speakers difference scores for sentences in a
pair, and the models’ difference probability for sentence in a pair.

par with GEITje) is in line with prior work (Warstadt et al. (2020), Someya and Oseki (2023),
Suijkerbuijk et al. (2024)). This is relevant insofar all the LLM-generated minimal pairs used in
BLiMP-NL have been generated by a model of the GPT family, which may have given an advantage
to GPT-2; in our study, this is to some extent mitigated thanks to the inclusion of ANS minimal
pairs and our following of ANS criteria when generating additional pairs.

Our study also breaks the tie between transformer-decoder GPT-2 and transformer-encoder
BERTje reported in BLiMP-NL. Nevertheless, BERTje still exhibits a 89% accuracy on our dataset,
which is below the 94% of GPT-2 but superior to GPT-2 small and Llama 13B chat, the least
performing transformer-decoder models. Other transformer-encoder models, particulary those of
the RobBERT family, performed the worst on our dataset, in contrast to the performance of this
model in BLiMP-NL. Unsurprisingly, we observe that RobBERT models trained on larger dataset
perform better than those trained on smaller ones, yet even the largest of them (XLM-RoBERTa)
is less competitive than the rest of the models we evaluate. This is particularly noticeable when
dealing with phenomena 1 (definite, indefinite, categorical and generic nominal constituents), 8
(verbs with a participle as a complement), and 9 (verbs with an infinitive as a complement). As
discussed before, this is likely due to the very specific selection of grammatical contrasts in Verbal
Constituents targeted in the ANS, which centres around optional elements.

Suijkerbuijk et al. (2024) deemed GPT-2 as highly correlating to human grammaticality judge-
ments. In our work, we extend the comparison with human data to include all the models from our
evaluation. Interestingly, we found that in fact other models have more correlation with the data
from the Dutch speakers, on our dataset — GPT-2 is one of the models with the least correlation to
human responses. Note that the overall accuracy is still higher for humans (which is in fact 100%,
since the ratings for grammatical sentences are higher than the ratings for ungrammatical sentences
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in every pair). The mismatch stems from the degree of grammaticality attributed to each sentence
(or, more specifically, the difference between the degree of grammaticality for each sentence in a
pair). Thus the pairs for which this difference is larger (and therefore the distinction more clear) for
models are often not the same pairs with the clearest grammatical distinctions for humans. How-
ever, there is a slight difference in that, for humans, the sentences were distributed across different
participants, while in the case of models, one single instance of each model type rated all the pairs.

One of the reasons we opted for the use of a dataset of standard Dutch was precisely to find out
whether LLMs have learnt the fixed grammatical rules in standard Dutch which, while known to the
Dutch-speaking population, occasionally deviates from actual usage and, as we have found, also from
human acceptability judgements. Based on the observations depicted above, a relevant question is
whether the models which have shown a more human-like linguistic behaviour on our dataset would
turn out to be the same on BLiMP-NL, which has been created with semi-automatically generated
sentences; however, this analysis remains to be pursued.

7. Conclusion

In this study we have introduced a novel challenge set of linguistic minimal pairs for Dutch, aimed
at the evaluation of Dutch grammatical abilities of LLMs. Our challenge set is based on the ANS,
hence we provide a benchmark of minimal pairs that has its roots in standard documentation of
Dutch grammar, crafted by linguists. We evaluated the performance of multiple transformer-encoder
and transformer-decoder models by calculating their accuracy when assigning probabilities to the
grammatical and ungrammatical sentences in each minimal pair of the challenge set. Hence, we are
able to determine which models behave according to the rules of Dutch grammars that are covered
by our dataset.

Moreover, we collected grammatical acceptability judgements from Dutch native speakers on a
subset of our challenge set. Participants largely identified the grammatical contrasts captured in
our datasets, but also exhibited a small deviation from idealized scores which was more prominent
in some syntactic phenomena than others. This variance was instrumental in determining which
LLMs exhibited similar sensitivities to humans, at the sentence level. Notably, we found that best
performing models do not necessarily correlate with human acceptability ratings, particularly when
prescriptive grammar and frequency of use do not align (as is the case of Nominalizations in Dutch);
hence in such cases, models may not be representatives of native speakers’ intuitions of Dutch
grammar.
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Appendix A. Summary of Human Participants Responses

Table 3 reports descriptive statistics of the behavioural responses in our experiment with Dutch
native speakers.

Ph. Gr. Mean Average Standard Deviation n Standard Error
1 0 1.600427 0.404882 9 0.134961
1 1 5.483226 1.360018 18 0.320559
2 0 2.044444 0.780331 9 0.260110
2 1 5.706303 0.990645 18 0.233497
3 0 2.014646 0.425550 9 0.141850
3 1 6.040783 0.702612 18 0.165607
4 0 2.580051 0.730246 9 0.243415
4 1 4.850505 1.449643 18 0.341684
5 0 2.083333 1.207334 9 0.402445
5 1 4.895833 0.938015 18 0.221092
6 0 3.211111 1.146606 9 0.382202
6 1 6.016667 1.115862 18 0.263011
7 0 1.965629 0.475893 9 0.158631
7 1 5.968575 0.874535 18 0.206130
8 0 2.658069 1.591188 9 0.530396
8 1 5.179894 1.545798 18 0.364348
9 0 2.158730 1.102987 9 0.367662
9 1 5.581349 0.732688 18 0.172696
10 0 2.438412 1.289489 9 0.429830
10 1 5.469066 1.029090 18 0.242559

Table 3: Summary of the native speaker statistics across all syntactic phenomena. The phenomena
(column ’Ph.’) are numbered 1 through 10, with the full names of the phenomena as follows:
1. Definite, Indefinite, Categorical and Generic Nominal Constituents, 2. Nominalizations,
3. The Construction of the Adjective Constituent, 4. Degree-Indicating or Reinforcing
(Pre)Determiner, 5. Subordinate Clauses, 6. Pronominal Adverbs, 7. Group-Forming and
Non-Group-Forming Uses of Verbs, 8. Verbs With a Participle as a Complement, 9. Verbs
With an Infinitive as a Complement, 10. The Order Within the Verb Ending Group. A
value of 1 in the ”Gr.” column indicates grammatical, and 0 indicates ungrammatical. For
each phenomenon, we provide the Mean Average, Standard Deviation, and Standard Error
of the acceptability ratings per grammaticality. n indicates the number of sentences per
category.

Appendix B. Dataset Extension

Table 4 shows the sentences of the ANS which required slight modifications to ensure an accurate
reflection of the syntactic phenomenon.
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